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1| Introduction

“A cosmic mystery of immense proportions, once seemingly on the verge
of solution, has deepened and left astronomers and astrophysicists more
baffled than ever. The crux of the riddle is that the vast majority of the
mass of the universe seems to be missing. Or, more accurately, it is in-
visible to the most powerful telescopes on earth or in the heavens, which
simply cannot detect all themass that ought to exist in even nearby galax-
ies.” –William J. Broad, New York Times (September 11, 1984).

In these three sentences, New York Times reporter William Broad de-
scribes what is still one of the biggestmysteries inmodern cosmology. Over
the past decades, astronomers have found evidence that all known types of
matter - stars, planets, gas, dust and even exotic objects like black holes and
neutrino’s - only constitute ∼ 20% of all mass in the universe. The other
80% is thought to consist of a hypothetical and invisible substance called
dark matter. So far, however, all evidence is based exclusively on its grav-
itational interaction, either trough the dynamics of normal visible (often
called ‘baryonic’) matter, or through the deflection of light in curved space-
time. This latter approach, called gravitational lensing, is a unique way to
probe the distribution of dark matter without making any assumptions on
its dynamical state (such as virial equilibrium in clusters), and on scales
larger than the extent of baryons (e.g. outside the visible disks of galaxies).
With this thesis, I hope to increase our knowledge of the distribution and
behaviour of dark matter using weak gravitational lensing. On scales rang-
ing from individual galaxies to groups, and even to large-scale structure, I
study the link between baryonic and dark matter with the ultimate goal of
gleaning some insight into its possible nature.



2 Introduction

1.1 Dark Matter

1.1.1 Discovery and evidence

The first evidence of Dark Matter (DM) was found by Zwicky (1933), who
used the virial theorem to study dynamics of galaxies in the Coma cluster.
He found that the mass density of the cluster must be at least 400 times
larger than expected from its luminous contents, and suggested ‘Dunkle
Materie’ as a possible cause. At this time, he used this term to indicate bary-
onic DM, such as cold non-radiating gas, planets or compact objects. His
findings were substantiated by Kahn and Woltjer (1959) who studied the
dynamics of the Local Group. More than 20 years later Rubin (1983), who
studied the spectra of galactic optical disks and found their rotation curves
flattened, brought DM to a wider attention. By that time Freeman (1970)
had already found the flattening of rotation curves in the disks of spiral and
S0 galaxies, and Bosma (1981) at scales far beyond the disks (using hydro-
gen profiles). All their research combined showed that, on scales ranging
from individual galaxies to clusters, the gravitational potential found by ap-
plying Newtonian dynamics was too deep to be generated by the observed
luminous matter. This ‘excess gravity’ was expected to arise from the DM
coined by Zwicky, either in the form of baryonic or non-baryonic particles.

Some astrophysicists posed an alternative explanation to this problem:
that the Newtonian laws of gravity are not accurate at these large scales.
This could be solved by an adjustment of the laws of gravity, such as imple-
mented by Milgrom (1983) who conceived Modified Newtonian Dynamics
(MoND). Based on empirical evidence fromgalactic rotation curves,MoND
adjusts Newton’s second law of motion, 𝐹 = 𝑚 𝑎, which relates the force
𝐹 on a mass 𝑚 to its acceleration 𝑎. Below a certain critical acceleration
𝑎0 the Newtonian force 𝐹N is adjusted as follows: 𝐹N = 𝑚 𝑎N = 𝑚 𝑎2/𝑎0,
which reproduces the observed flattening of the rotation curves. The neces-
sary value of 𝑎0 to describe these observations turns out to lie close to 𝑐 𝐻0,
where 𝑐 is the speed of light and 𝐻0 the present expansion rate of the uni-
verse. However, MoND’s prediction for themass of clusters, based on their
visible baryonic content, is still too low without invoking some form of DM
(Aguirre et al. 2001), such as massive neutrinos (Sanders 2003; Pointe-
couteau and Silk 2005).

During and after the conception of MoND, the COBE (Mather 1982)
and WMAP (Spergel et al. 2003) missions produced accurate temperature
maps of the Cosmic Microwave Background (CMB) radiation: the photons
that were released during the era of recombination, ∼ 380.000 years after
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the Big Bang. The spectrum of the observed temperature fluctuations re-
vealed the acoustic oscillations present in the primordial plasma, caused
by the interplay between light, mass and the expansion of the universe.
As a non-relativistic theory, MoND could not explain the structure of the
CMB. A relativistic generalization of MoND named TeVeS was created by
Bekenstein (2004), but it is disputed whether a TeVeS model, even with
the inclusion of massive neutrinos, can reproduce the observed structure
formation and CMB power spectrum (Skordis et al. 2006; Xu et al. 2015).

So far, the theoretical framework that explains these observations best
is the ΛCDM model. In this model, the majority of the energy density in
the universe (68.5% as measured by Planck XIII 2016) consists of a cos-
mological constantΛ, which causes the Universe to expand at an accelerat-
ing rate. Only 4.9% of the energy density consists of normal baryonic mat-
ter. The remaining 26.6% of the universe’s energy density constitutes the
discussed ‘missing mass’, which consists of cold DM particles. Here ‘cold’
means that the DM was non-relativistic when it decoupled from baryonic
matter. This is necessary since relativistic DMwould have washed away the
density fluctuations existing in the early universe, which originated from
primordial quantum fluctuations. This would be inconsistent with our cur-
rent observations, since these initial density variations accreted mass to
form the Large Scale Structure (LSS) observed by galaxy redshift surveys
today. Independent evidence that these DM particles cannot have a bary-
onic origin can be obtained from the abundances of primordial light ele-
ments (Deuterium, Lithium and several Helium isotopes), which were cre-
ated during the first few minutes after the Big Bang (Alpher et al. 1948).
The reconstruction of this period of ‘Big Bang Nucleosynthesis’, based on
the principles of nuclear physics, shows that the baryon density is ∼ 5% of
the universe’s total energy density (Pettini and Bowen 2001). This shows
again that the baryonic density is much smaller than the total energy and
matter density inferred from CMB observations.

But the most striking indication that DM might have a particle nature
(as opposed to a modification of gravity) comes from weak gravitational
lensing. The study by Clowe et al. (2006) of the Bullet Cluster, an ongoing
merger of two colliding galaxy clusters, reveals that the major component
of the gravitational potential resides at a different location than the ma-
jor component of the baryonic mass (see Figure 1.1). The latter consists
of hot gas, and is observed through its X-ray emission, while the former
component is observed through the gravitational distortion of light from
background galaxies. This famous example shows that weak gravitational
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Figure 1.1: (a) An optical image of the galaxies in cluster 1E0657-56, or ‘the Bullet Cluster’,
overlayed with the mass contours measured through weak gravitational lensing. The mass peak
of the right subcluster (the ‘bullet’) approximately coincides with its galaxy concentration.
This suggests that, like the galaxies, DM is collisionless. (b) An X-ray image of the Bullet
Cluster, overlayed with the same mass contours. The X-ray is emitted by hot cluster gas,
which constitutes the main baryonic mass component. The main dark and baryonic mass
distributions do not coincide, suggesting that DM can exist separately from baryonic matter.
Originally published in Markevitch et al. (2006).

lensing is a unique probe of the distribution of DM, independent of its dy-
namical state. It allows us to obtain a deeper understanding of its behaviour
and relation to baryonic matter, which can ultimately lead us closer to the
discovery of its fundamental nature.

1.1.2 Cosmic structure

The relation between dark and baryonic matter, which is one of the main
themes of this thesis, can be studied on a wide range of scales: from indi-
vidual galaxies to small groups, large clusters, and even to largest known
structure in the universe: the ‘cosmic web’. The exact nature of the rela-
tion between dark and baryonicmatter at each scale, depends on how these
structures formed. The first seeds of cosmic structurewere established dur-
ing the epoch of inflation: a period that took place∼ 10−36 to 10−32 seconds
after the Big Bang, in which space expanded exponentially (Guth 1981;
Sato 1981). The ‘inflaton field’, which theoretically caused this exponential
expansion, contained microscopic quantum fluctuations that were subse-
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quently magnified to cosmic sizes. After ‘re-heating’, the decay of the in-
flaton field into matter and radiation, these macroscopic fluctuations re-
mained as overdensities. The period of superluminal expansion also ex-
plains why our current universe appears homogeneous, isotropic, flat, and
devoid of relic exotic particles (such as magnetic monopoles).

The thermalization of the universe is followedby the radiation-dominated
era, where most of the energy density was contained by photons. During
this epoch, the gravitational growth of structure was impeded by the rapid
expansion of the universe. But while space continued to expand, the en-
ergy density of radiation diluted faster than that of matter, due to the red-
shifting of the photons. Around 47, 000 years after the Big Bang, the energy
density in radiation and matter had equalized, marking the beginning of
the matter-dominated era. At the start of this era, baryonic matter was still
ionized due to the high temperatures (> 3000 Kelvin), and could not col-
lapse due too radiation pressure. DM, however, which is not affected by
radiation pressure, could now start to gravitationally collapse. Structure
formationmodels pose that the primordial density perturbations grew into
a network of roughly spherical DM halos (Peebles and Yu 1970). This early
formation of structure, where density contrasts are still small, can be ana-
lytically described using the ‘linear power spectrum’.

Only after∼ 380, 000 years the universe had cooled enough to allow for
the recombination of electrons and protons into neutral hydrogen, which
disconnected the baryonic matter from the photon pressure. The photons
that escaped during recombination are currently observed as the CMB. In
the ΛCDM paradigm, the total mass of the baryonic matter component is
sub-dominant to that of DM (less than ∼ 1/5 its mass), causing its spatial
structure to broadly follow that of the DM through gravitational attraction.
A galaxy forms when baryonic matter is pulled into the potential well of a
DM halo, and cools at its centre (Blumenthal et al. 1984). Since baryonic
matter can lose potential energy through radiative cooling (whereas DM
cannot) the galaxies thus formed have a radius ∼ 100 times smaller than
that of the DM halo, which can only collapse through virialization.

As the density contrast of DM increases through further gravitational
collapse, later stages of structure formation become impossible to describe
analytically. Computational N-body simulations that incorporate Newto-
nian gravity are currently the most convenient method of studying struc-
ture formation at later times. The ΛCDM model constitutes the basis for
extensiveN-body simulations (containing∼ 109 particles), such as theMil-
lenniumSimulation (Springel et al. 2005b) and the EAGLEproject (Schaye
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et al. 2015), which provide excellent predictions for LSS formation. These
simulations show a hierarchical clustering of DM halos, forming combined
structures from small groups to big clusters. On the largest scales, they ex-
hibit a web-like structure formed by filaments and sheets of DM. At the
intersection of these structures, the DM halos coalesce into giant super-
clusters, while in between there exist immense underdense regions named
voids.

As the DM structure evolves the baryonic matter, consisting primar-
ily of galaxies and gas, follows. On the level of a single galaxy inhabiting a
DM halo, we observe mergers that increase both the halo and galaxy mass
(White and Frenk 1991). If the local number density of halos (within a few
Mpc range) is high, the increased merger rate is expected to boost the av-
erage galaxy and halo mass (Bardeen et al. 1986; Cole and Kaiser 1989).
On even larger scales we observe that, through gravitational attraction, the
cosmic DM web acts as a skeleton to the baryonic matter, which primar-
ily consists of gas clouds, galaxies, clusters and superclusters (Bond et al.
1986). The reflection of the cosmic DM web in the large-scale distribution
of galaxies can be observed by large scale redshift surveys, such as the 2dF
Galaxy Redshift Survey (2dFGRS, Colless et al. 2001) and the Sloan Dig-
ital Sky Survey (SDSS, Abazajian et al. 2009). If and how this LSS affects
galaxies and halos is still subject to debate (Hahn et al. 2009; Ludlow and
Porciani 2011; Alonso et al. 2015), but so far no observational evidence for
such effects has been found (Darvish et al. 2014; Alpaslan et al. 2015; Eard-
ley et al. 2015).

Over the course of this thesis, we study the relation between galaxies
and halos on the scale of individual galaxies and galaxy groups, we try to
measure the effect of the local and large scale (cosmic web) density distri-
bution on galaxies andhaloes, andwemeasure the interplay between galac-
tic and DM structures at the scale of the cosmic web. All observations of
the aforementioned DM distributions are based on the weak gravitational
lensing method.

1.2 Weak gravitational lensing

1.2.1 The weak lensing method

In Einstein’s theory of General Relativity (GR), gravitational force is equiv-
alent to the curvature of space-time. Based on this theory, he could calcu-
late the deflection of light that travels through a part of space-time which



1.2Weak gravitational lensing 7

is curved by a specific mass. Most famously, he predicted this deflection
for the light of distant stars by the Sun, which was measured by Sir Arthur
Eddington in 1919. The observation of stars close to the sun (in projection)
could only be performed during a total eclipse, which required an expedi-
tion to the African island of Principé. Eddington confirmed Einstein’s pre-
diction, which provided both the theory of GR and themselves with instant
credibility and fame.

This deflection of light by gravity is called ‘gravitational lensing’, and
has become a widely used method to measure mass distributions in the
universe. In this thesis, we use gravitational lensing to measure the total
(baryonic + dark) mass distribution around galaxies, galaxy groups and
larger structures. This is done specifically through ‘weak gravitational lens-
ing’ (WL) of the light from background galaxies.When both the foreground
lenses and the background sources are galaxies, thismethod is called ‘galaxy-
galaxy lensing’ (for a more elaborate discussion, see e.g. Bartelmann and
Schneider 2001; Schneider et al. 2006).

The fundamental principle behind lensing is illustrated inFig. 1.2,where
the light from one background source is deflected by a foreground point
mass which acts as a gravitational lens. Because the angular diameter dis-
tances 𝐷l and 𝐷s to the lens and the source are very large compared to
the width of the lens along the ‘line of sight’ (LOS), we can apply the ‘thin
lens approximation’. Instead of taking the full curved path of the light ray
into account we can assume that the light is instantaneously deflected at
the lens plane, where it passes the centre of the lens at a projected radial
distance 𝑅. In GR, the deflection angle ̂𝛼 of the light ray is related to the
mass 𝑀 of the lens as:

̂𝛼 = 4𝐺𝑀
𝑐2𝑅 , (1.1)

where 𝑐 denotes the speed of light and 𝐺 the gravitational constant. Also,
the true position of the source with respect to the LOS, 𝜂 = 𝛽 𝐷s, is related
to its apparent position 𝑅 = 𝜃 𝐷l as:

𝜂 = 𝐷s
𝐷l

𝑅 − 𝐷ls ̂𝛼 . (1.2)

This can be rewritten as the ‘lens equation’:

𝛽 = 𝜃 − 𝐷ls
𝐷s

̂𝛼 ≡ 𝜃 − 𝛼, (1.3)

where𝛼 is the ‘reduceddeflection angle’, scaled by the distance𝐷ls between
the lens and the source.
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Figure 1.2: A schematic view of gravitational lensing. The dashed line shows the ‘line of
sight’ (LOS), which goes from the observer through the center of the lens to the source
plane. At projected distance 𝜂 from the LOS, a source emits a light ray which is deflected
at an angle 𝛼̂. This means it is now observed at a projected distance 𝑅 from the center
of the lens, instead of its true position. For an extended source, this results in a tangential
shape distortion with respect to the lens center. This distortion, called shear, is a probe of the
surface density distribution Σ(𝑅) of the lens. Originally published in Bartelmann & Schneider
(2001).
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Instead of a point mass, we can also consider a density distribution
𝜌(𝑅, 𝑧, 𝜑). This distribution is represented in cylindrical coordinates, where
𝑧 is the LOS direction and 𝜑 the angle with respect to the lens centre (in the
lens plane). If we assume an azimuthally symmetric mass distribution we
can integrate over 𝜑, such that the density only depends on 𝑅 and 𝑧. We
can now represent the mass 𝑀 from Eq. 1.1 as:

𝑀 = ∫ 𝜌(𝑅, 𝑧, 𝜑) 𝑅 d𝑅 d𝑧 d𝜑 = 2𝜋 ∫ 𝜌(𝑅, 𝑧) 𝑅 d𝑅 d𝑧 . (1.4)

However, the gravitational lensing method only provides information on
the density integrated along the LOS, which is defined as the projected sur-
face mass density:

Σ(𝑅) = ∫ 𝜌(𝑅, 𝑧) d𝑧 . (1.5)

We combine Eq. 1.4 and 1.5 to express the reduced deflection angle from
Eq. 1.3 in terms of the surface density:

𝛼 = ̂𝛼 𝐷ls
𝐷s

= 4𝐺
𝑐2𝑅

𝐷ls
𝐷s

2𝜋 ∫ Σ(𝑅) 𝑅 d𝑅 =

2
𝐷l𝑅

∫ 4𝜋𝐺
𝑐2

𝐷l 𝐷ls
𝐷s

Σ(𝑅) 𝑅 d𝑅 ≡ 2
𝐷l𝑅

∫ Σ(𝑅)
Σcrit

𝑅 d𝑅 . (1.6)

Here Σcrit is the critical density surface mass density:

Σcrit = 𝑐2

4𝜋𝐺
𝐷s

𝐷l 𝐷ls
, (1.7)

which is the inverse of the lensing efficiency: a geometrical factor that de-
termines the strength of the lensing effect based on the distances between
the lens, the source and the observer. Defining the dimensionless surface
mass density 𝜅(𝑅) ≡ Σ(𝑅)/Σcrit and remembering that𝑅 = 𝜃 𝐷l, the lens
equation (Eq. 1.3) now becomes:

𝛽(𝜃) = 𝜃(1 − 𝛼(𝜃)/𝜃) = 𝜃(1 − ⟨𝜅⟩) (1.8)

where ⟨𝜅⟩ is the average dimensionless surface density inside radius 𝑅 (or
angle 𝜃):

⟨𝜅(𝑅)⟩ = 2
𝜃 𝐷l𝑅

∫ Σ(𝑅)
Σcrit

𝑅 d𝑅 = 2
𝜃2 ∫ 𝜅(𝜃) 𝜃 d𝜃 = 𝛼(𝜃)

𝜃 . (1.9)
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In this thesis the lensed sources are galaxies, which have extended 2D
images. As can already be seen from Eq. 1.1, the amount of deflection de-
pends on the distance vector 𝑅⃗ to the lens. When lensing affects an ex-
tended source, this causes a differential distortion of the image. The intrin-
sic surface brightness distribution 𝐼int( ⃗𝛽) (in the source plane) is mapped
to the observed distribution 𝐼obs( ⃗𝜃) (in the lens plane) through the 2D co-
ordinate transformation ⃗𝛽( ⃗𝜃):

𝐼obs( ⃗𝜃) = 𝐼int[ ⃗𝛽( ⃗𝜃)] (1.10)

In the case of our work, the size of the background sources is negligible
compared to the angular scale onwhich themass density of the lens changes.
Thismeans that the coordinate transformation can be linearised as follows:

⃗𝛽( ⃗𝜃) = ⃗𝛽0 + 𝛿 ⃗𝛽
𝛿 ⃗𝜃

( ⃗𝜃 − ⃗𝜃0) , (1.11)

where 𝛽0 and 𝜃0 are corresponding points in the source and lens plain re-
spectively. The image distortion 𝛿 ⃗𝛽/𝛿 ⃗𝜃 can be derived by applying the Ja-
cobian to 𝛽 (from Eq. 1.8) as follows:

𝛿 ⃗𝛽
𝛿 ⃗𝜃

= 𝛿([1 − ⟨𝜅⟩] ⃗𝜃)
𝛿 ⃗𝜃

= (1 − ⟨𝜅⟩) [1 0
0 1] − 𝛿⟨𝜅⟩

𝛿𝜃 [ 𝜃2
1 𝜃1𝜃2

𝜃1𝜃2 𝜃2
2

] /|𝜃| , (1.12)

where 𝜃1 and 𝜃2 are the two components of the location vector ⃗𝜃 of the
source with respect to the equatorial coordinate system. Since we are con-
sidering an azymuthally symmetric lens, it is convenient to express this lo-
cation in terms of its angle 𝜙 with respect to the centre of the lens: ⃗𝜃 =
|𝜃|(cos(𝜙) , sin(𝜙)). Furthermore, the derivative of ⟨𝜅(𝜃)⟩ can be solved us-
ing the third term of Eq. 1.9, which yields:

𝛿⟨𝜅⟩
𝛿𝜃 = −2

𝜃 ( 2
𝜃2 ∫ 𝜅 𝜃 d𝜃) + 2

𝜃2 𝜅 𝜃 = 2
𝜃(𝜅 − ⟨𝜅⟩) . (1.13)

Using Eq. 1.13 and the definition of ⃗𝜃 to re-write Eq. 1.12 gives:

𝛿 ⃗𝛽
𝛿 ⃗𝜃

= [1−𝜅+(𝜅−⟨𝜅⟩)] [1 0
0 1]−(𝜅−⟨𝜅⟩) [ 2 cos2(𝜙) 2 cos(𝜙) sin(𝜙)

2 cos(𝜙) sin(𝜙) 2 sin2(𝜙) ] =

(1 − 𝜅) [1 0
0 1] + (𝜅 − ⟨𝜅⟩) [cos(2𝜙) sin(2𝜙)

sin(2𝜙) − cos(2𝜙)] . (1.14)
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Based on this equation we can define the ‘tangential shear’ 𝛾t, which is the
distortion of the source (called ‘shear’) tangential to the direction of the
lens’ centre:

𝛾t = ⟨𝜅⟩ − 𝜅 = −𝛾1 cos(2𝜙) − 𝛾2 sin(2𝜙) = −ℜ(𝛾 𝑒−2𝑖𝜙) , (1.15)

where 𝛾1 and 𝛾2 are the components of the shear with respect to the equa-
torial coordinate frame, and:

𝛾 = |𝛾|𝑒2𝑖𝜙 = 𝛾1 + 𝑖 𝛾2 . (1.16)

In the case of WL studies the surface density is much smaller than Σcrit,
and the convergence 𝜅 = Σ/Σcrit ≪ 1 in Eq. 1.14 is often ignored. Conse-
quently, 𝛾t is the primarymeasure for the shape distortion used to estimate
the gravitational lensing effect. At an angle of 45∘ with respect to 𝛾t we find
the ‘cross shear’ 𝛾x, which is analogously defined as:

𝛾x = −ℑ(𝛾 𝑒−2𝑖𝜙) = 𝛾1 sin(2𝜙) − 𝛾2 cos(2𝜙) . (1.17)

Because 𝛾x is not affected by lensing, it is very useful as a null test.
Using Eq. 1.15 the tangential shear 𝛾t(𝑅) can be related to the Excess

Surface Density (ESD)ΔΣ(𝑅), which is defined as the surfacemass density
Σ(𝑅) at projected radial distance 𝑅 from the lens centre, subtracted from
the average density ⟨Σ(< 𝑅)⟩ within that radius:

𝛾t(𝑅)Σcrit = [⟨𝜅(< 𝑅)⟩ − 𝜅(𝑅)]Σcrit = ⟨Σ(< 𝑅)⟩ − Σ(𝑅) ≡ ΔΣ(𝑅) .
(1.18)

To measure the tangential shear we observe the ellipticity 𝜖 of the back-
ground galaxies, which can be expressed in terms of the source’s axis ratio
𝑏/𝑎:

𝜖 = 1 − 𝑏/𝑎
1 + 𝑏/𝑎𝑒2𝑖𝜙 , (1.19)

or as a two-component vector: ⃗𝜖 = |𝜖|(cos(2𝜙) , sin(2𝜙)). In reality, the ob-
served ellipticity 𝜖obs of each source is a combination of both the shear 𝛾
and the intrinsic ellipticity 𝜖int of the galaxy. The unknown intrinsic el-
lipticities of galaxies are a limitation to all WL measurements, referred to
as ‘shape noise’. Although the amount of shape noise does not vary signif-
icantly between source populations with different properties (Leauthaud
et al. 2007), it can depend on the shape measurement method. Therefore,
the amount of shape noise is always carefully measured and propagated in
the lensing errors. Compared to this noise, the shape distortion from lens-
ing is so weak (∼ 1% of the intrinsic galaxy ellipticity) that it can only be
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measured statistically. This is achieved by accuratelymeasuring the shapes
of thousands of background galaxies in the field around a foregroundmass
distribution. In this way, we can measure the average shear by assuming
that the intrinsic shapes are randomly oriented (⟨𝜖int⟩ = 0), such that:

⟨𝜖obs⟩ = ⟨𝜖int + 𝛾⟩ = ⟨𝛾⟩ . (1.20)

By azimuthally averaging the sources’ tangential shear components, the ra-
dial mass distribution of the lens can be reconstructed. To improve the
signal-to-noise (S/N) even further, the radial lensing profile is averaged
(‘stacked’) for large samples (hundreds to thousands) of lenses, often se-
lected according to their observable properties. Combining the tangential
shear for all lens-source pairs of a lens sample, binned in circular apertures
of increasing radial distance 𝑅, results in the average shear profile ⟨𝛾t⟩(𝑅)
of a lens sample. Using the distances to the lenses and sources, this quantity
can in turn be translated to the ESD profile ΔΣ(𝑅) of a lens sample.

1.2.2 The galaxy-galaxy lensing pipeline

The galaxy-galaxy lensing (GGL) software pipeline translates themeasured
distances and ellipticities of background galaxies (sources) from the Kilo-
Degree Survey (KiDS, de Jong et al. 2013) into gravitational lensing profiles
around foreground galaxies, groups or other mass distributions (lenses).
This pipeline is used to perform the lensing measurements at the basis of
the four chapters in this thesis (among other publications), and has the
ability to calculate:

• the tangential and cross shear 𝛾t and 𝛾x, as a function of the projected
radial separation 𝜃 from the lens centre.

• the Excess Surface Density (ESD) as a function of the projected phys-
ical distance 𝑅 from the lens centre.

• the additive and multiplicative bias correction of the lensing signal.

• the standard variance error on the lensing signal, based on the num-
ber and reliability of the source ellipticities.

• the analytical covariance matrix and errors, which are based on the
contribution of each individual background source to the lensing sig-
nal and take into account the covariance related to sources that con-
tribute to the profiles of multiple lenses.
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• the bootstrap covariancematrix and errors, which are based on boot-
strapping 1×1 deg survey tiles and take into account the contributions
from sample variance and cosmic variance.

The pipeline can be operated through a user-friendly interface that al-
lows users to specify the parameters of the lensing measurement: the type
of lensing measurement, the type of error estimate, the values and unit of
the radial bins around the lens, the values of the cosmological parameters,
and the redshift range of the sources. The interface accepts any lens cata-
logue as input, and allows the user to select the lenses used for the analysis
based on their measured observables. The lenses can be subjected to in-
dividual cuts and/or split into any number of bins. In case of the latter,
the analytical and bootstrap covariance matrix will provide the covariance
between the bins in observable, in addition to the covariance between the
radial bins. One can also supply individual weights to scale the contribu-
tion of each lens to the signal, which will be taken into account into the
calculation of the covariance matrix and the multiplicative bias correction.

After I created the first version of the pipeline for application to the
KiDS DR2 data (KiDS, de Jong et al. 2015), the pipeline has been greatly
improved and adjusted for the arrival of the KiDS DR3 data (de Jong et al.
2017) by Andrej Dvornik. Cristóbal Sifón has extended the pipeline with
a module that allows the user to easily fit DM halo models to the output
lensing profiles. The halo model framework is based on work by Marcello
Cacciato, as applied in e.g. Cacciato et al. (2013). The most up-to-date ver-
sion of the GGL pipeline is available for download through Github (https:
//github.com/KiDS-WL/KiDS-GGL).

1.3 Outline

This thesis describes our studies into the behaviour and distribution of
DM throughWL with KiDS. The studied structures (lenses) are mainly ob-
served using the spectroscopic Galaxy AndMass Assembly survey (GAMA,
Driver et al. 2011). The following subsections describe the contents of the
individual chapters.

1.3.1 KiDS+GAMA: properties of galaxy groups

Chapter 2 contains the first WL study with the KiDS and GAMA surveys.
This effort was made possible by the combined work of many contributors
from both collaborations. My personal contribution was the construction

https://github.com/KiDS-WL/KiDS-GGL
https://github.com/KiDS-WL/KiDS-GGL
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and description of the GGL pipeline (see Sect. 1.2.2). This pipeline forms
the basis of multiple KiDS-GAMAGGL papers, four of which are described
below:

In Viola et al. (2015) we used gravitational lensing to study ‘rich’ galaxy
groups (with 5 or more members). The groups, that have masses between
1013 < 𝑀 < 1014.5 ℎ−1M⊙, represent the most common galaxy environ-
ment in the universe. They were detected in the spectroscopic GAMA sur-
vey, and defined using a Friend-of-Friend algorithm that was calibrated
using simulations. We split the ∼ 1400 groups into bins based on their
observable properties, and measured the ESD profile of each sub-sample.
Interpreting the ESD profiles using a halo model framework allowed us
to measure the group halo mass as a function of luminosity, velocity dis-
persion, (apparent) number of members, and fraction of group light in the
central galaxy. Comparing this last relation to predictions from the Cosmo-
OverWhelmingly Large Simulations (Cosmo-OWLS), we ruled out galaxy
formation models without AGN feedback.

Sifón et al. (2015) used galaxy-galaxy lensing to study galaxies that are
satellites in the aforementioned groups. Their main goal was to constrain
the effect of ‘halo stripping’, the tidal removal of mass from satellite haloes
by the halo of their host group. They separated the sample of ∼ 10, 000
satellites into three bins as a function of their projected distance to the
group central, and measured the ESD of each subsample. Using the halo
model framework, they measured the satellite halo mass as a function of
its distance to the central, which is an estimator of the time since infall.
They found no significant change in the stellar-to-halo mass relation of the
satellites, which would signify halo stripping.

The goal of van Uitert et al. (2016) was to study the stellar-to-halomass
relation of galaxies, and whether it depends on group environment. By si-
multaneously fitting a halo model to the lensing profiles and the stellar
mass function of galaxies, they obtained significantly better constraints.
They found no large differences between the stellar-to-halo mass relation
of all galaxies and those in rich groups, suggesting that the dependence
on group environment is weak. For satellites, they found weak evidence of
an increase in the halo mass fraction with stellar mass, which would imply
halo stripping. However, impurities in the satellite sample could also cause
this observation.

Dvornik et al. (2017) searched for signatures of ‘halo assembly bias’: the
dependence of the distribution of DM haloes on any property besides their
mass, such as formation time. They selected galaxy groups with different
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radial distributions of the satellite galaxies, which is a proxy for formation
time. After measuring the ESD profiles of galaxy groups with 4 or more
members, they measured their masses using the halo model framework.
Using this method, they found no evidence of halo assembly bias on group
scales.

Of these papers, I have included Viola et al. (2015) as a chapter in this
thesis. The reason for including this paper specifically is that it was the very
first KiDS-GAMA GGL paper, and that I was among the lead authors.

1.3.2 Galaxy halo masses in cosmic environments

In Chapter 3, which is based on Brouwer et al. (2016), we used the GGL
pipeline andhalomodel framework to study theDMhaloes ofGAMAgalax-
ies as a function of their large-scale environment. This environment con-
sists of the cosmic web, a large network of mass structures that may influ-
ence the formation and evolution of DM haloes and the galaxies they host.
The cosmic environments in our studywere defined by Eardley et al. (2015)
through a tidal tensor prescription, which finds the number of dimensions
in which a volume is collapsing. Based on this number, the entire GAMA
survey is divided into voids, sheets, filaments and clusters (called ‘knots’).
Wemeasured the lensing profiles of the galaxies in these four environments
and, through the halo model framework, modelled the contribution of cen-
tral and satellite galaxies of groups, and the ‘2-halo’ term caused by neigh-
bouring groups. By correcting for the galaxies’ stellar mass and ‘local den-
sity’ (the galaxy densitywithin 4 ℎ−1Mpc), we aimed to find the dependence
of halo mass on the cosmic environments alone. Although the measured
lensing signal was very sensitive to the local density through the amplitude
of the 2-halo term, we found no direct dependence of the galaxy halo mass
on local density or cosmic environment.

1.3.3 A weak lensing study of troughs

In Chapter 4 we aimed to study the structure of the cosmic web itself,
by measuring the lensing profiles of projected underdensities (troughs)
and overdensities (ridges) in the KiDS galaxy number density distribution.
Based on the definition of Gruen et al. (2016), we defined troughs with a
projected radius 𝜃A = {5, 10, 15, 20} arcmin. Through the amplitude 𝐴 of
the lensing profiles of troughs/ridges as a function of their galaxy num-
ber density, we explored the connection between their baryonic and to-
tal mass. We found that the skewness of the galaxy density distribution,
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which reveals non-linearities caused by the formation of cosmic structure,
is reflected in the distribution of the total (baryonic + DM) mass distri-
bution measured by lensing. The measured signal-to-noise (𝑆/𝑁) of the
trough/ridge profiles as a function of galaxy number density allowed us to
optimally stack their lensing signal, obtaining trough detections with a sig-
nificance of |𝑆/𝑁| = {17.12, 14.77, 9.96, 7.55}. By splitting a volume limited
galaxy sample into two redshift slices between 0.1 < 𝑧 < 0.3, we attempted
to measure redshift evolution of troughs/ridges. The troughs were selected
to have equal comoving lengths and radii at the different redshifts, to cor-
rect for the expansion of the universe.We found that, at these relatively low
redshifts, there is no significant evolution. However, the MICE-GC mock
catalogues to which we compared all our results, predict that at higher red-
shifts (𝑧 ∼ 0.6) both troughs and ridges will exhibit signatures of structure
evolution.

1.3.4 Lensing test of Verlinde's emergent gravity

Chapter 5, which is based on Brouwer et al. (2017), describes the first
test of Emergent Gravity (EG, Verlinde 2017) through WL. The observable
prediction of this theory, which proposes an alternative explanation to the
excess gravity attributed to DM, is currently limited to the gravitational
potential around spherically symmetric, static and isolated baryonic den-
sity distributions. We used the GAMA survey to find a sample of 33, 613
central galaxies that contain no other centrals within the projected radial
distance range of our WL measurement: 0.03 < 𝑅 < 3 ℎ−1

70Mpc. Using the
measured stellar masses of these galaxies we modelled their radial bary-
onic mass distributions, both as a simple point source and as an extended
distribution that takes into account stars, cold gas, hot gas and satellites.
For bothmodels we predicted the lensing profiles in the EG framework, as-
suming that light is bent by a gravitational potential as in GR, and the back-
ground cosmology behaves like ΛCDM with a constant Hubble parameter.
For the pointmassmodel, this prediction is very similar to that fromMoND
(Milgrom 2013). We compared this prediction, which is fully determined
by the baryonic mass distribution, to theWL profiles of isolated centrals in
four different stellar mass bins. We found that the EG theory predicts our
measurements equally well as an NFW profile with the halo mass as a free
parameter, especially if we take these free parameters into account. After
the publication of our research, several follow-up papers appeared that at-
tempted to test the EG prediction on different scales. Ettori et al. (2017),
who used X-ray data, weak lensing and galaxy dynamics to study the mass
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distributions of two galaxy clusters, found that EG reproduced the DM dis-
tribution needed tomaintain the gas in pressure equilibrium beyond 1Mpc
from the cluster core,with a remarkable goodmatch at radius 𝑟 ≈ 𝑅500, but
that it showed significant discrepancies (a factor 2−3) in the innermost 200
kpc. Lelli et al. (2017) studied the radial acceleration of disk galaxies, and
found that EG was only consistent with the observed Radial Acceleration
Relation for very low stellar mass-to-light ratios. Hees et al. (2017) showed
that EG’s predictions for the perihelion advancement of Solar System plan-
ets were discrepant with the data by seven orders of magnitude, although
it can be disputed if this system can be considered static and isolated. Also
in general these requirements of sphericity, staticity and isolation greatly
inhibit the applicability of the EG prediction to cosmological observations
and simulations. All in all, the theoretical framework of EG still has a long
way to go before it can be considered as a viable competitor to the current
ΛCDMmodel.
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Abstract:
The Kilo-Degree Survey (KiDS) is an optical wide-field survey designed to
map the matter distribution in the Universe using weak gravitational lens-
ing. In this paper, we use these data to measure the density profiles and
masses of a sample of ∼ 1400 spectroscopically identified galaxy groups
and clusters from the Galaxy And Mass Assembly (GAMA) survey. We de-
tect a highly significant signal (signal-to-noise-ratio ∼ 120), allowing us
to study the properties of dark matter haloes over one and a half order
of magnitude in mass, from 𝑀 ∼ 1013 − 1014.5 ℎ−1M⊙. We interpret the
results for various subsamples of groups using a halo model framework
which accounts for the mis-centring of the Brightest Cluster Galaxy (used
as the tracer of the group centre) with respect to the centre of the group’s
dark matter halo. We find that the density profiles of the haloes are well
described by an NFW profile with concentrations that agree with predic-
tions from numerical simulations. In addition, we constrain scaling rela-
tions between the mass and a number of observable group properties. We
find that the mass scales with the total r-band luminosity as a power-law
with slope 1.16 ± 0.13 (1-sigma) and with the group velocity dispersion as
a power-law with slope 1.89 ± 0.27 (1-sigma). Finally, we demonstrate the
potential of weak lensing studies of groups to discriminate between mod-
els of baryonic feedback at group scales by comparing our results with the
predictions from the Cosmo-OverWhelmingly Large Simulations (Cosmo-
OWLS) project, ruling out models without AGN feedback.

2.1 Introduction

Galaxy groups are themost common structures in theUniverse, thus repre-
senting the typical environment in which galaxies are found. In fact, most
galaxies are either part of a group or have been part of a group at a cer-
tain point in time (Eke et al. 2004). However, group properties are not
as well studied compared to those of more massive clusters of galaxies,
or individual galaxies. This is because groups are difficult to identify due
to the small number of (bright) members. Identifying groups requires a
sufficiently deep1 spectroscopic survey with good spatial coverage, that is
near 100% complete. Even if a sample of groups is constructed, the typi-
cally small number of members per group prevents reliable direct dynam-
ical mass estimates (Carlberg et al. 2001; Robotham et al. 2011). It is pos-

1Fainter than the characteristic galaxy luminosity 𝐿∗ where the power-law form of the
luminosity function cuts off
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sible to derive ensemble averaged properties (e.g., More et al. 2009a), but
the interpretation ultimately relies on either a careful comparison to nu-
merical simulations or an assumption of an underlying analytical model
(e.g., More et al. 2011) .

For clusters of galaxies, the temperature and luminosity of the hot X-
ray emitting intraclustermedium can be used to estimatemasses under the
assumption of hydrostatic equilibrium. Simulations (e.g., Rasia et al. 2006;
Nagai et al. 2007) and observations (e.g., Mahdavi et al. 2013) indicate that
the hydrostatic masses are biased somewhat low, due to bulk motions and
non-thermal pressure support, but correlate well with the mass. In princi-
ple, it is possible to apply this technique to galaxy groups; however, this is
observationally expensive given their faintness inX-rays, and consequently
samples are generally small (e.g., Sun et al. 2009; Eckmiller et al. 2011; Ket-
tula et al. 2013; Finoguenov et al. 2015; Pearson et al. 2015) and typically
limited to the more massive systems.

Furthermore, given their lower masses and the corresponding lower
gravitational binding energy, baryonic processes, such as feedback from
star formation and active galactic nuclei (AGN) are expected to affect groups
more than clusters (e.g., McCarthy et al. 2010; Le Brun et al. 2014). This
may lead to increased biases in the hydrostatic mass estimates. The mass
distribution in galaxy groups is also important for predictions of the ob-
served matter power spectrum, and recent studies have highlighted that
baryonic processes can lead to significant biases in cosmological parame-
ter constraints from cosmic shear studies if left unaccounted for (e.g., van
Daalen et al. 2011; Semboloni et al. 2011, 2013).

The group environment also plays an important role in determining
the observed properties of galaxies. For example, there is increasing evi-
dence that star formation quenching happens in galaxy groups (Robotham
et al. 2013; Wetzel et al. 2014), due to ram pressure stripping, mergers, or
AGN jets in the centre of the halo (Dubois et al. 2013). The properties of
galaxies and groups of galaxies correlate with properties of their host dark
matter halo (Vale and Ostriker 2004; Moster et al. 2010; Behroozi et al.
2010; Moster et al. 2013), and the details of those correlations depend on
the baryonic processes taking place inside the haloes (Le Brun et al. 2014).
Hence, characterisation of these correlations is crucial to understand the
effects of environment on galaxy evolution.

The study of galaxy groups is thus of great interest, but constraining
models of galaxy evolution using galaxy groups requires both reliable and
complete group catalogues over a relatively large part of the sky and unbi-



22 KiDS+GAMA: properties of galaxy groups

asedmeasurements of their darkmatter halo properties. In the past decade,
several large galaxy surveys have become available, and significant effort
has been made to reliably identify bound structures and study their prop-
erties (Eke et al. 2004; Gerke et al. 2005; Berlind et al. 2006; Brough et al.
2006; Knobel et al. 2009). In this paper, we use the group catalogue pre-
sented in Robotham et al. (2011) (hereafter R11) based on the three equa-
torial fields of the spectroscopic Galaxy And Mass Assembly survey (her-
after GAMA, Driver et al. 2011). For the reasons outlined above, determin-
ing group masses using “traditional” techniques is difficult. Fortunately,
weak gravitational lensing provides a direct way to probe the mass dis-
tribution of galaxy groups (e.g., Hoekstra et al. 2001; Parker et al. 2005;
Leauthaud et al. 2010). It uses the tiny coherent distortions in the shapes of
background galaxies caused by the deflection of light rays from foreground
objects, in our case galaxy groups (e.g., Bartelmann and Schneider 2001).
Those distortions are directly proportional to the tidal field of the gravi-
tational potential of the foreground lenses, hence allowing us to infer the
properties of their dark matter haloes without assumptions about their dy-
namical status. The typical distortion in the shape of a background object
caused by foreground galaxies is much smaller than its intrinsic ellipticity,
preventing a precisemass determination for individual groups. Instead, we
can only infer the ensemble averaged properties by averaging the shapes of
many background galaxies around many foreground lenses, under the as-
sumption that galaxies are randomly oriented in the Universe.

The measurement of the lensing signal involves accurate shape esti-
mates, which in turn require deep, high quality imaging data. The shape
measurements presented in this paper are obtained from the ongoing Kilo-
Degree Survey (KiDS; de Jong et al. 2015). KiDS is an optical imaging sur-
vey with the OmegaCAMwide-field imager (Kuijken 2011) on the VLT Sur-
vey Telescope (Capaccioli and Schipani 2011; de Jong et al. 2013) that will
eventually cover 1500 square degrees of the sky in 4 bands (𝑢𝑔𝑟𝑖). Crucially,
the survey region of GAMA fully overlaps with KiDS. The depth of the KiDS
data and its exquisite image quality are ideal to use weak gravitational lens-
ing as a technique to measure halo properties of the GAMA groups, such
as their masses. This is the main focus of this paper, one of a set of arti-
cles about the gravitational lensing analysis of the first and second KiDS
data releases (de Jong et al. 2015). Companion papers will present a de-
tailed analysis of the properties of galaxies as a function of environment
(van Uitert et al. 2016), the properties of satellite galaxies in groups (Sifón
et al. 2015), as well as a technical description of the lensing and photomet-
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ric redshift measurements (Kuijken et al. 2015, K15 hereafter).
In the last decade, weak gravitational lensing analyses of large optical

surveys have become a standard tool tomeasure average properties of dark
matter haloes (Brainerd et al. 1996; Fischer et al. 2000; Hoekstra 2004;
Sheldon et al. 2004; Parker et al. 2005; Heymans et al. 2006a; Mandel-
baum et al. 2006a; Johnston et al. 2007; Sheldon et al. 2009; van Uitert
et al. 2011; Leauthaud et al. 2012b; Choi et al. 2012; Velander et al. 2014;
Coupon et al. 2015; Hudson et al. 2015). However, the interpretation of
the stacked lensing signal of haloes with different properties is not triv-
ial. Haloes with different masses are stacked together, and a simple fit of
the signal using some function describing an average halo profile, like a
Navarro-Frenk-White profile (Navarro et al. 1995, hereafter NFW) , can
provide biased measurements. A natural framework to describe the sta-
tistical weak lensing signal is the so-called halo model (Cooray and Sheth
2002; van den Bosch et al. 2013). It provides a statistical description of the
way observable galaxy properties correlate with the mass of dark matter
haloes taking into account the halo mass function, the halo abundance and
their large scale bias.

The outline of this paper is as follows. In Section 2.2, we summarise
the basics of weak lensing theory. We describe the data used in this work
in Section 2.3, and we summarise the halo model framework in Section
2.4. In Section 2.5, we present our lensing measurements of the GAMA
galaxy groups, and in Section 2.6, we derive scaling relations between lens-
ingmasses and optical properties of the groups.We conclude in Section 2.7.

The relevant cosmological parameters entering in the calculation of dis-
tances and in the halo model are taken from the Planck best fit cosmology
(Planck Collaboration et al. 2013): Ωm = 0.315, ΩΛ = 0.685, 𝜎8 = 0.829,
𝑛s = 0.9603 and Ωbℎ2 = 0.02205. Throughout the paper we use 𝑀200 as
a measure for the masses of the groups as defined by 200 times the mean
density (and corresponding radius, noted as 𝑅200).

2.2 Statistical weak gravitational lensing

Gravitational lensing refers to the deflection of light rays from distant ob-
jects due to the presence of matter along the line-of-sight. Overdense re-
gions imprint coherent tangential distortions (shear) in the shape of back-
ground objects (hereafter sources). Galaxies form and reside in dark mat-
ter haloes, and as such, they are biased tracers of overdense regions in the
Universe. For this reason, one expects to find non-vanishing shear profiles
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around galaxies, with the strength of this signal being stronger for groups
of galaxies as they inhabit more massive haloes. This effect is stronger in
the proximity of the centre of the overdensity and becomesweaker at larger
distances.

Unfortunately, the coherent distortion induced by the host halo of a sin-
gle galaxy (or group of galaxies) is too weak to be detected. We therefore
rely on a statistical approach in which many galaxies or groups that share
similar observational properties are stacked together. Average halo prop-
erties (e.g. masses, density profiles) are then inferred from the resulting
high signal-to noise shear measurements. This technique is commonly re-
ferred to as ‘galaxy-galaxy lensing’, and it has become a standard approach
for measuring masses of galaxies in a statistical sense.

Given its statistical nature, galaxy-galaxy lensing can be viewed as a
measurement of the cross-correlation of some baryonic tracer 𝛿g and the
matter density field 𝛿m:

𝜉gm(r) = ⟨𝛿g(x)𝛿m(x+ r)⟩x , (2.1)

where r is the three-dimensional comoving separation. TheEquation above
can be related to the projected matter surface density around galaxies via
the Abel integral:

Σ(𝑅) = ̄𝜌m ∫
𝜋s

0
[1 + 𝜉gm(√𝑅2 + Π2)] dΠ , (2.2)

where 𝑅 is the co-moving projected separation from the galaxy, 𝜋s the po-
sition of the source galaxy, ̄𝜌m is the mean density of the Universe and Π
is the line-of-sight separation.2 Being sensitive to the density contrast, the
shear is actually a measure of the excess surface density (ESD hereafter):

ΔΣ(𝑅) = Σ̄(6 𝑅) − Σ(𝑅) , (2.3)

where Σ̄(6 𝑅) just follows from Σ(𝑅) via

Σ̄(6 𝑅) = 2
𝑅2 ∫

𝑅

0
Σ(𝑅′) 𝑅′ d𝑅′ . (2.4)

The ESD can finally be related to the tangential shear distortion 𝛾t of back-
ground objects, which is the main lensing observable:

ΔΣ(𝑅) = 𝛾t(𝑅)Σcr , (2.5)
2Here and throughout the paper we assume spherical symmetry. This assumption is

justified in the context of this work sincewemeasure the lensing signal froma stack ofmany
different haloes with different shapes, which washes out any potential halo triaxiality.
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where

Σcr = 𝑐2

4𝜋𝐺
𝐷(𝑧s)

𝐷(𝑧l)𝐷(𝑧l, 𝑧s) , (2.6)

is a geometrical factor accounting for the lensing efficiency. In the previous
equation, 𝐷(𝑧𝑙) is the angular diameter distance to the lens, 𝐷(𝑧𝑙, 𝑧𝑠) the
angular diameter distance between the lens and the source and 𝐷(𝑧𝑠) the
angular diameter distance to the source.

In the limit of a single galaxy embedded in a halo of mass 𝑀 , one can
see that Equation 2.1 further simplifies because 𝜉gm(r) becomes the nor-
malised matter overdensity profile around the centre of the galaxy. The
stacking procedure builds upon this limiting case by performing aweighted
average of suchprofiles accounting for the contribution fromdifferent haloes.
This is best formulated in the context of the halo model of structure forma-
tion (see e.g. Cooray and Sheth 2002, van den Bosch et al. 2013), and for
this reason, we will embed the whole analysis in this framework (see Sec-
tion 2.4). In Section 2.3.3, we describe how the ESD profile is measured.

2.3 DATA

The data used in this paper are obtained from two surveys: the Kilo-Degree
Survey (KiDS) and the Galaxy AndMass Assembly survey (GAMA). KiDS is
an ongoing ESOoptical imaging surveywith theOmegaCAMwide-field im-
ager on the VLT Survey Telescope (de Jong et al. 2013).When completed, it
will cover two patches of the sky in four bands (𝑢, 𝑔, 𝑟, 𝑖), one in the North-
ern galactic cap and one in the South, adding up to a total area of 1500
square degrees overlapping with the 2 degree Field Galaxy Redshift survey
(2dFGRS herafter, Colless et al. 2001). With rest-frame magnitude limits
(5𝜎 in a 2” aperture) of 24.3, 25.1, 24.9, and 23.8 in the 𝑢, 𝑔, 𝑟, and 𝑖 bands,
respectively, and better than 0.8 arcsec seeing in the 𝑟-band, KiDS was de-
signed to create a combined data set that included goodweak lensing shape
measurements and good photometric redhifts. This enables a wide range
of science including cosmic shear ‘tomography’, galaxy-galaxy lensing and
other weak lensing studies.

In this paper, we present initial weak lensing results based on observa-
tions of 100 KiDS tiles, which have been covered in all four optical bands
and released to ESO as part of the first and second ‘KiDS-DR1/2’ data re-
leases to the ESO community, as described in de Jong et al. (2015). The ef-
fective area after removingmasks and overlaps between tiles is 68.5 square
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Table 2.1: Summary of the area overlap of KiDS-DR1/2 in the three GAMA fields and the
number of groups with at least 5 members used in this analysis. In parenthesis we quote the
effective area, accounting for masks, used in this work.

GAMA field KiDS-DR1/2 overlap (deg2) Number of groups
G09 44.0 (28.5) 596
G12 36.0 (25.0) 509
G15 20.0 (15.0) 308

degrees3.

In the equatorial region, the KiDS footprint overlaps with the footprint
of the GAMA spectroscopic survey (Baldry et al. 2010; Robotham et al.
2010; Driver et al. 2011; Liske et al. 2015), carried out using the AAOmega
multi-object spectrograph on the Anglo-Australian Telescope (AAT). The
GAMA survey is highly complete down to petrosian 𝑟-bandmagnitude 19.8
4, and it covers∼ 180 square degrees in the equatorial region, which allows
for the identification of a large number of galaxy groups.

Figure 2.1 shows the KiDS-DR1/2 coverage of the G09, G12 and G15
GAMA fields. We also show the spatial distribution of the galaxy groups
in the three GAMA fields (open black circles) and the selection of groups
entering in this analysis (red closed circles).

Table 2.1 lists the overlap between KiDS-DR1/2 and GAMA and the to-
tal number of groups used in this analysis. Figure 2.2 shows the redshift
distribution of the GAMA groups used in this work and of the KiDS source
galaxies, computed as aweighted sumof the posterior photometric redshift
distribution as providedbyBPZ (Benítez 2000). Theweight comes from the
lensfit code, which is used to measure the shape of the objects (Miller et al.
2007) (see Sec. 2.3.2). The median redshift of the GAMA groups is z=0.2,
while the weighted median redshift of KiDS is 0.53. The multiple peaks in
the redshift distribution of the KiDS sources result from degeneracies in
the photometric redshift solution. This is dicussed further in K15. The dif-
ferent redshift distributions of the two surveys are ideal for a weak lensing
study of the GAMA groups using the KiDS galaxies as background sources.

3A further 48 tiles from the KiDS-DR1/2, mostly in KiDS-South, were not used in this
analysis since they do not overlap with GAMA.

4The petrosian apparent magnitudes are measured from SDSS-DR7 and they include
extinction corrections (Schlegel maps)
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Figure 2.2: Redshift distribution of the GAMA groups used in this analysis (thin histogram)
and the KiDS galaxies (thick line). In the case of the GAMA groups, we use the spectroscopic
redshift of the groups with at least 5 members (R11), while for the KiDS galaxies the redshift
distribution is computed as a weighted sum of the posterior photometric redshift distribution
as provided by BPZ (Benítez 2000). The weight comes from lensfit, used to measure the
shape of the objects (Miller et al. 2007). The two vertical lines show the median of the
redshift distribution of the GAMA groups and of the KiDS sources. The two peaks in the
redshift distribution of the GAMA groups are physical (and not caused by incompleteness),
due to the clustering of galaxies in the GAMA equatorial fields.

2.3.1 Lenses: GAMA Groups

One of the main products of the GAMA survey is a group catalogue, G3C
(R11), of which we use the internal version 7. It consists of 23,838 galaxy
groups identified in the GAMA equatorial regions (G09, G12, G15), with
over 70,000 group members. It has been constructed employing spatial
and spectroscopic redshift information (Baldry et al. 2014) of all the galax-
ies targeted by GAMA in the three equatorial regions. The groups are found
using a friends-of-friends algorithm, which links galaxies based on their
projected and line-of-sight proximity. The choice of the linking length has
been optimally calibrated using mock data (R11, Merson et al. 2013) based
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on theMillenniumsimulation5 (Springel et al. 2005b) and a semi-analytical
galaxy formation model (Bower et al. 2006). Running the final group se-
lection algorithm on the mock catalogues shows that groups with at least 5
GAMAgalaxies are less affected by interlopers andhave sufficientmembers
for a velocity dispersion estimate (R11). For this reason we use only such
groups in our analysis. This choice leaves us with 1413 groups, in KiDS-
DR1/2, 11% of the full GAMA group catalogue.

Figure 2.3 shows the distribution of the total group r-band luminosity as
a function of the redshift of the group, the group apparent richness, which
is the number of members brighter that 𝑟 = 19.8, and the group veloc-
ity dispersion corrected for velocity uncertainty, for this subsample. These
group r-band luminosity values are calculated by summing the r-band lu-
minosity of all galaxies belonging to a group and targeted by GAMA and
they also include an estimate of the contribution from faint galaxies below
the GAMA flux limit, as discussed in R11. This correction is typically very
small, a few percent at low redshift and a factor of a few at 𝑧 ∼ 0.5 since
most of the luminosity comes from galaxies around M⋆ − 5 log ℎ ∼ −20.44
(Loveday et al. 2012, 2015), andmost of the groups are sampled well below
M⋆. Note that all absolute magnitudes and luminosities used in the paper
are k-corrected and evolution corrected at redshift 𝑧 = 0 (R11). The global
k-correction used by R11 is compatible with the median k-correction of the
full GAMA (McNaught-Roberts et al. 2014, Fig.1 in the paper).

All the stellar masses used in this work are taken from Taylor et al.
(2011a), who fitted Bruzual and Charlot (2003) synthetic stellar spectra to
the broadband SDSS photometry assuming a Chabrier (2003) IMF and a
Calzetti et al. (2000) dust law.

2.3.2 Sources: KiDS galaxies

We measure the gravitational lensing effect induced by the GAMA groups
using galaxy images from KiDS. We refer to K15 for a detailed description
of the pipelines used tomeasure shapes and photometric redshifts for those
objects. We briefly summarise here the aspects of the data processingmost
relevant for this analysis.

Shape measurements

All of our lensing measurements are derived from the 𝑟-band exposures in
KiDS. This is the band with the highest image quality of the survey, as the

5(Ω𝑚, Ω𝑏, ΩΛ, ℎ, 𝜎8, 𝑛𝑠)=(0.25, 0.045, 0.75, 0.73, 0.9, 1.0)
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Figure 2.3: Total group r-band luminosity as a function of the redshift of the group. The
size of the points is proportional to the group apparent richness and the colour of the points
indicates the group velocity dispersion corrected for velocity uncertainty. The shape of the
distribution is typical of a flux limited survey.

queue-scheduling at the telescope ensures that observations in this filter
are taken in the best seeing conditions. The images are processed with the
THELI pipeline, which has been optimized for lensing applications (Erben
et al. 2013), and ellipticities for the galaxies are derived using the lensfit
code (Miller et al. 2007; Kitching et al. 2008; Miller et al. 2013a). lensfit
takes full account of the point-spread function in the individual (dithered)
exposures and prior knowledge of the ellipticity and size distributions of
faint galaxies, returning an ellipticity estimate for each galaxy as well as an
inverse variance weight that is related to the uncertainty of the measure-
ment.

The average number density of galaxieswith lensfit weight𝑤 larger than
0, and satisfying the photometric redshift cuts described in the next sec-
tion, is 8.88 per square arcmin, corresponding to an effective number den-
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sity:

𝑛eff = 𝜎2
𝜖s

𝐴 ∑
𝑖

𝑤𝑖 , (2.7)

of 4.48 galaxies per square arcmin, where 𝐴 is the survey area and 𝜎2
𝜖s =

0.065 is the intrinsic ellipticity variance. This is a measurement of the sta-
tistical power of the weak lensing data (see Chang et al. (2013) and K15 for
more details).

It is well known that shape measurements for galaxies with low signal-
to-noise ratio and small sizes tend to be biased (e.g., Melchior and Viola
2012;Refregier et al. 2012;Miller et al. 2013a;Viola et al. 2014). This ‘noise-
bias’ stems from the non-linear transformations of the image pixels in-
volved in the derivation of galaxy image shapes. It has the form of a mul-
tiplicative bias, and a calibration of the shape measurements is typically
required in order to get an unbiased shear estimator. In this paper, we use
the same calibration that was determined inMiller et al. (2013a). This cali-
bration depends on the signal-to-noise and the size of the objects and needs
to be applied, in an average sense, to the recovered shear field. In addition
to this multiplicative bias, shape measurements can also be affected by an
additive bias caused by a non-perfect PSF deconvolution, centroid bias and
pixel level detector effects. This bias can be empirically quantified and cor-
rected for directly from the data, using the residual average ellipticity over
the survey area. More detail on these ∼ 10 per cent bias corrections can be
found in K15.

The analysis presented in this paper has been applied to four different
ellipticity catalogues. Three of these catalogueswere generated by rescaling
all the ellipticity measurements by some factors unknown to the team and
chosen by a colleague,Matthias Bartelmann6, external to the collaboration.
The amplitude of the rescaling has been chosen such that the cosmological
parameters derived from a cosmic shear analysis using the four blind cata-
logues would not differ more than 10-𝜎, where sigma is the error from the
Planck cosmological papers.We refer to this procedure as blinding, and we
have used it to mitigate confirmation bias in our data analysis. The authors
asked our external to unblind the true shear catalogues only just before
paper submission. The authors were not allowed to change any of the re-
sults after the unblinding, without documenting those changes. Whilst the
shear was blind, we did not blind measurements of group properties, such
as their luminosity, or measurements of the source photometric redshifts.

6bartelmann@uni-heidelberg.de
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Photometric redshift measurements

The observable lensing distortion depends on the distances to the lens and
source (Equation 2.6). Redshifts to the lenses are known from the GAMA
spectroscopy, but for the sources we need to resort to photometric redshifts
derived from the KiDS-ESO-DR1/2 ugri images in the ESO data release.
Processing and calibration of these images is done using the Astro-WISE
environment (McFarland et al. 2013), and flux and colour measurements
use the ‘Gaussian Aperture and Photometry’ (GAaP) technique designed to
correct aperture photometry for seeing differences (Kuijken 2008). These
colours form the basis of the photometric redshift estimates, obtained with
BPZ (Benítez 2000; Hildebrandt et al. 2012). After extensive tests, we re-
ject galaxies whose photometric redshift posterior distribution 𝑝(𝑧) peaks
outside the range [0.005,1.2] (see K15). In what follows the 𝑝(𝑧) for each
source is used in the calculation of distances, and in particular in the calcu-
lation of the critical surface density (see Equation 2.6). Kuijken et al. (2015)
show that if the peak of each source’s 𝑝(𝑧) had been used as the estimate
of the redshift, the average value of Σcr and hence the average ESD would
have been underestimated by ∼ 10 %.

2.3.3 Measurement of the stacked excess surface density profile

The shapemeasurement algorithmused in thiswork, lensfit, providesmea-
surements of the galaxy ellipticities (𝜖1, 𝜖2) with respect to an equatorial
coordinate system.

For each source-lens pair we compute the tangential 𝜖t and cross com-
ponent 𝜖x of the source’s ellipticity around the position of the lens,

(𝜖t
𝜖x

) = (− cos(2𝜙) − sin(2𝜙)
sin(2𝜙) − cos(2𝜙)) (𝜖1

𝜖2
) , (2.8)

where 𝜙 is the position angle of the source with respect to the lens. The
average of the tangential ellipticity of a large number of galaxies in the same
area of the sky is an unbiased estimate of the shear. On the other hand, the
average of the cross ellipticity over many sources should average to zero.
For this reason, the cross ellipticity is commonly used as an estimator of
possible systematics in the measurements. Each lens-source pair is then
assigned a weight

𝑤̃ls = 𝑤sΣ̃−2
cr , (2.9)

which is the product of the lensfit weight 𝑤𝑠 assigned to the given source
ellipticity, and a geometric term Σ̃cr which downweights lens-source pairs
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that are close in redshift and therefore less sensitive to lensing. We com-
pute the ‘effective critical surface density’ for each pair from the spectro-
scopic redshift of the lens 𝑧𝑙 and the full posterior redshift distribution of
the source, 𝑝(𝑧𝑠):

Σ̃−1
cr = 4𝜋𝐺

𝑐2 ∫
∞

𝑧𝑙

𝐷𝑙(𝑧𝑙)𝐷𝑙𝑠(𝑧𝑙, 𝑧𝑠)
𝐷𝑠(𝑧𝑠) 𝑝(𝑧𝑠)d𝑧𝑠 . (2.10)

Finally, following Equation 2.5, we compute the ESD in bins of projected
distance 𝑅 to the lenses:

ΔΣ(𝑅) = (∑𝑙𝑠 𝑤̃𝑙𝑠𝜖tΣ̃cr
∑𝑙𝑠 𝑤̃𝑙𝑠

) 1
1 + 𝐾(𝑅) , (2.11)

where the sum is over all source-lens pairs in the distance bin, and

𝐾(𝑅) = ∑𝑙𝑠 𝑤̃𝑙𝑠𝑚𝑠
∑𝑙𝑠 𝑤̃𝑙𝑠

, (2.12)

is an average correction to the ESD profile that has to be applied to correct
for the multiplicative noise bias 𝑚 in the lensfit shear estimates. Typically,
the value of the 𝐾(𝑅) correction is around 0.1, largely independent of the
scale at which it is computed.

Figure 2.4 shows the stacked ESD profile for all groups either inside a
KiDS field or whose centre is separated by less than 2 ℎ−1Mpc from the
centre of the closest KiDS field. It shows a highly significant detection of
the lensing signal (signal-to-noise ratio ∼ 120). We note that the signal-
to-noise is very poor at scales smaller than 20 ℎ−1kpc. This is due to the
fact that many objects close to the group centres are blended, and lensfit
assigns them a vanishing weight. We exclude those scales from any further
analysis presented in this paper.

For reference, we also show the best fit singular isothermal sphere (SIS)
and NFWmodels to the stacked ESD signal. In the case of the NFWmodel,
the halo concentration is fixedusing theDuffy et al. (2008)mass-concentration
relation. Neither of the two single-parameter models provides a good fit to
the data (𝜒2

red > 2.5), highlighting how a more complex modelling of the
signal is required (see Section 2.4).

Figure 2.4 also includes two tests for residual systematic errors in the
data: the cross-component of the signal and the signal measured around
random points in the KiDS tiles. On scales larger than 2 ℎ−1Mpc, small but
significant deviations are evident. We believe that one possible origin of
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Figure 2.4: Top panel: ESD profile measured from a stack of all GAMA groups with at least
5 members (black points). Here, we choose the Brightest Cluster Galaxy as the group centre.
The open white circle with dashed error bars indicates a negative ∆Σ. The dotted red line
and the dash-dotted blue line show the best fits to the data of NFW (Navarro et al. 1995)
and singular isothermal sphere profiles, respectively. Neither of the single-parameter models
provides a good fit to the data, highlighting that complex modelling of the signal is required.
Bottom panel: ESD profile, multiplied by 𝑅 to enhance features at large radii, measured from
the cross-component of the ellipticities for these same groups (blue points) and measured
around random points using the same redshift distribution of the groups (red points). We
only use measurements at scales outside the dashed areas for the rest of the paper.
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the non-vanishing signal around random points at these scales is due to
the incomplete azimuthal average of galaxy ellipticities, but we cannot ex-
clude some large scale systematics in the shear data. The current patchy
coverage of lensing data complicates a detailed analysis and here we simply
note that the effect is small (less than 10 percent of the signal at 2 ℎ−1Mpc)
and exclude data on scales larger than 2 ℎ−1Mpc. Future analyses based on
more uniform coverage of the GAMA area from the KiDS survey will need
to address these potential issues.

To summarise, in the rest of the paper we will use only projected dis-
tances in the range (0.02 − 2) ℎ−1Mpc. Both the cross-component of the
shear and the signal around randompoints are consistentwith anull-detection
over these scales.

2.3.4 Statistical error estimate

In a stacking analysis with many foreground lenses, the ellipticity of any
source galaxy can contribute to the ΔΣ𝑖 estimate in multiple radial bins
𝑖 of different lenses. We summarize here how we compute the resulting
covariances between the ESD estimates ΔΣ𝑖 from the data.

We start from Equation 2.11, which gives the expression for ΔΣ𝑖. For
simplicity, we drop inwhat follows the noise bias correction factor 1+𝐾(𝑅)
as it can be considered to have been absorbed in the effective critical density
Σ̃cr.

We first rearrange the sum in Equation 2.11 to separate the contribu-
tions from each source 𝑠, by summing first over all lenses 𝑙 that project
within the radial bin 𝑖 from source 𝑠; for each source 𝑠we denote this set of
lenses as 𝑖𝑠. We can then rewrite Equation 2.11 as

ΔΣ𝑖 = ∑𝑠 𝑤𝑠 (𝜖1𝑠𝐶𝑠𝑖 + 𝜖2𝑠𝑆𝑠𝑖)
∑𝑠 𝑤𝑠𝑍𝑠𝑖

, (2.13)

where 𝐶, 𝑆 and 𝑍 are sums over the lenses

𝐶𝑠𝑖 = ∑
𝑙∈𝑖𝑠

−Σ̃−1
cr,𝑙𝑠 cos(2𝜙𝑙𝑠) , (2.14)

𝑆𝑠𝑖 = ∑
𝑙∈𝑖𝑠

−Σ̃−1
cr,ls sin(2𝜙𝑙𝑠) , (2.15)

and
𝑍𝑠𝑖 = ∑

𝑙∈𝑖𝑠

Σ̃−2
cr,𝑙𝑠 . (2.16)
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Since each 𝜖𝑘𝑠 is an independent estimate of the shear field, where k=1,2,
the ESD covariance between radial bins 𝑖 and 𝑗 can then be easily written
as:

𝐂𝐨𝐯𝑖𝑗 = ∑𝑠 𝜎2
𝜖𝑤2

𝑠 (𝐶𝑠𝑖𝐶𝑠𝑗 + 𝑆𝑠𝑖𝑆𝑠𝑗)
(∑𝑠 𝑤𝑠𝑍𝑠𝑖)(∑𝑠 𝑤𝑠𝑍𝑠𝑗) , (2.17)

where 𝜎2
𝜖 = 0.078 is the ellipticity dispersion weighted with the lensfit

weight, for one component of the ellipticity.We compute this number from
the whole KiDS-ESO-DR1/2 area.

Equation (2.17) can be generalised to also compute the covariance be-
tween the ESD estimates for two different lens samples 𝑚 and 𝑛:

𝐂𝐨𝐯𝑚𝑛𝑖𝑗 = ∑𝑠 𝜎2
𝜖𝑤2

𝑠 (𝐶𝑠𝑖,𝑚𝐶𝑠𝑗,𝑛 + 𝑆𝑠𝑖,𝑚𝑆𝑠𝑗,𝑛)
(∑𝑠 𝑤𝑠𝑍𝑠𝑖,𝑚)(∑𝑠 𝑤𝑠𝑍𝑠𝑗,𝑛) , (2.18)

by restricting the sums for the 𝐶, 𝑆 and 𝑍 terms to lenses in the relevant
samples.

We test the accuracy of the above calculation, which doesn’t account
for cosmic variance, against the covariance matrix obtained via a boot-
strapping technique. Specifically, we bootstrap the signalmeasured in each
of the 1-square degree KiDS tiles. We limit the comparison to the case in
which all groups are stacked together7 and compute the signal in 10 loga-
rithmically spaced radial bins between 20 ℎ−1kpc and 2 ℎ−1Mpc. This leads
to an ESD covariance matrix with 55 independent entries, which can be
constrained by the 100 KiDS tiles used in this analysis. The correspond-
ing matrix is shown in Figure 2.5 together with the correlation matrix ob-
tained from Equation 2.17. The small but significant correlation between
the largest-radial bins is a consequence of the survey edges. We further
show the diagonal errors obtained with the two methods, labelled Analyti-
cal andBootstrap. Based on thework byNorberg et al. (2009), wemight ex-
pect that the bootstrapping technique leads to somewhat larger error bars,
although on larger scales this trendmay be counteracted to some degree by
the limited independence of our bootstrap regions. However, the conclu-
sions of Norberg et al. (2009) are based on an analysis of galaxy clustering,
and a quantitative translation of their results to our galaxy-galaxy lensing
measurements is not easy and beyond the scope of this work. The differ-
ence between the error estimates using these two independent methods is
at most 10% at scales larger than 300 ℎ−1kpc.

7If the signal is split further into several bins according to someproperty of the group, we
expect the relative contribution from cosmic variance compared to the contribution from
shape noise to be even lower.
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Based on the results of this test, we consider the covariance matrix es-
timated from Equation 2.17 to be a fair estimation of the true covariance
in the data, and we use it throughout the paper. In our likelihood analy-
ses of various models for the data (see next section), we account for the
covariance between the radial bins as well as between the different lens
samples used to compute the stacked signal. We note that future analy-
ses with greater statistical power, for example those based on the full KiDS
and GAMA overlap, and studies focusing on larger scales than those con-
sidered in this analysis, will need to properly evaluate the full covariance
matrix that incorporates the cosmic variance contribution that is negligible
in this work.

2.4 Halo model

In this Section, we describe the halo model (e.g. Seljak 2000; Cooray and
Sheth 2002), which we use to provide a physical interpretation of our data.
We closely follow themethodology introduced in vandenBosch et al. (2013)
and successfully applied to SDSS galaxy-galaxy lensing data in Cacciato
et al. (2013).

Thismodel provides the ideal framework to describe the statisticalweak
lensing signal around galaxy groups. It is based on two main assumptions:

1. a statistical description of dark matter halo properties (i.e. their av-
erage density profile, their abundance and their large scale bias);

2. a statistical description of the way galaxies with different observable
properties populate dark matter haloes.

As weak gravitational lensing is sensitive to the mass distribution pro-
jected along the line-of-sight, the quantity of interest is the ESD profile,
defined in Equation 2.3, which is related to the galaxy-matter cross cor-
relation via Equation 2.2. Under the assumption that each galaxy group
resides in a dark matter halo, its average ΔΣ(𝑅, 𝑧) profile can be com-
puted using a statistical description of how galaxies are distributed over
dark matter haloes of different mass and how these haloes cluster. Specif-
ically, it is fairly straightforward to obtain the two-point correlation func-
tion, 𝜉gm(𝑟, 𝑧), by Fourier transforming the galaxy-darkmatter power-spectrum,
𝑃gm(𝑘, 𝑧), i.e.

𝜉gm(𝑟, 𝑧) = 1
2𝜋2 ∫

∞

0
𝑃gm(𝑘, 𝑧)sin(𝑘𝑟)

𝑘𝑟 𝑘2 d𝑘 , (2.19)
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with 𝑘 the wavenumber, and the subscript ‘g’ and ‘m’ standing for ‘galaxy’
and ‘matter’.

In what follows, we will use the fact that, in Fourier space, the mat-
ter density profile of a halo of mass 𝑀 at a redshift 𝑧 can be described as
𝑀 𝑢̃h(𝑘|𝑀, 𝑧), where 𝑀 ≡ 4𝜋(200 ̄𝜌)𝑅3

200/3, and 𝑢̃h(𝑘|𝑀) is the Fourier
transform of the normalized dark matter density profile of a halo of mass
𝑀8 We do not explicitly model the baryonic matter density profile (Fedeli
2014) because, on the scales of interest, its effect on the lensing signal can
be approximated as that of a point mass (see Section 2.4.1). Because the
lensing signal is measured by stacking galaxy groups with observable prop-
erty 𝒪grp, on scales smaller than the typical extent of a group, we have
𝑃gm(𝑘, 𝑧) = 𝑃 1h

grp m(𝑘, 𝑧), where

𝑃 1h
grp m(𝑘, 𝑧) = ∫ 𝒫(𝑀|𝒪grp) ℋm(𝑘, 𝑀, 𝑧) d𝑀 , (2.20)

and

ℋm(𝑘, 𝑀, 𝑧) ≡ 𝑀
̄𝜌m

𝑢̃h(𝑘|𝑀, 𝑧) , (2.21)

with ̄𝜌m the co-moving matter density of the Universe. Throughout the pa-
per, the subscript ‘grp’ stands for ‘galaxy group’.

The function𝒫(𝑀|𝒪grp) is the probability that a group with observable
property 𝒪grp resides in a halo of mass 𝑀 . It reflects the halo occupation
statistics and it can be written as:

𝒫(𝑀|𝒪grp)d𝑀 = ℋgrp(𝑀, 𝑧) 𝑛h(𝑀, 𝑧) d𝑀 . (2.22)

Here, we have used

ℋgrp(𝑀, 𝑧) ≡
⟨𝑁⟩𝒪grp

(𝑀)
𝑛̄grp(𝒪grp, 𝑧) , (2.23)

where, ⟨𝑁⟩𝒪grp
(𝑀) is the average number of groups with observable prop-

erty 𝒪grp that reside in a halo of mass 𝑀 .
Note that 𝑛h(𝑀, 𝑧) is the halo mass function (i.e. the number density

of haloes as a function of their mass) and we use the analytical function
suggested in Tinker et al. (2008) as a fit to a numerical N-body simulation.

8We use𝑀200 masses for the groups throughout this paper, i.e. as defined by 200 times
the mean density (and corresponding radius, noted as 𝑅200).
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Furthermore, the comoving number density of groups, 𝑛̄grp, with the given
observable property is defined as

𝑛̄grp(𝒪grp, 𝑧) = ∫⟨𝑁⟩𝒪grp
(𝑀) 𝑛h(𝑀, 𝑧) d𝑀 . (2.24)

Note that in the expressions above we have assumed that we can cor-
rectly identify the centre of the galaxy group halo (e.g., from the position of
the galaxy identified as the central in the GAMA group catalogue). In Sec-
tion 2.4.1, we generalize this expression to allow for possiblemis-centring
of the central galaxy.

Galaxy groups are not isolated, and on scales larger than the typical
extent of a group, one expects a non-vanishing contribution to the power
spectrum due to the presence of other haloes surrounding the group. This
term is usually referred to as the two-halo term (as opposed to the one-halo
term described in Equation 2.20). One thus has:

𝑃gm(𝑘) = 𝑃 1h
grp m(𝑘) + 𝑃 2h

grp m(𝑘) . (2.25)

These terms can be written in compact form as

𝑃 1h
grp m(𝑘, 𝑧) = ∫ ℋgrp(𝑘, 𝑀, 𝑧) ℋm(𝑘, 𝑀, 𝑧) 𝑛h(𝑀, 𝑧) d𝑀, (2.26)

𝑃 2h
grp m(𝑘, 𝑧) = ∫ d𝑀1 ℋgrp(𝑘, 𝑀1, 𝑧) 𝑛h(𝑀1, 𝑧)

∫ d𝑀2 ℋm(𝑘, 𝑀2, 𝑧) 𝑛h(𝑀2, 𝑧) 𝑄(𝑘|𝑀1, 𝑀2, 𝑧) . (2.27)

The quantity𝑄(𝑘|𝑀1, 𝑀2, 𝑧) describes the power spectrum of haloes of
mass 𝑀1 and 𝑀2. In its simplest implementation9, used throughout this
paper, 𝑄(𝑘|𝑀1, 𝑀2, 𝑧) ≡ 𝑏h(𝑀1, 𝑧)𝑏h(𝑀2, 𝑧)𝑃 lin(𝑘, 𝑧), where 𝑏h(𝑀, 𝑧) is
the halo bias function and𝑃 lin(𝑘, 𝑧) is the linearmatter-matter power spec-
trum.We note that, in the literature, there exist various fitting functions to
describe the mass dependence of the halo bias (see for example Sheth et al.
2001; Sheth and Tormen 1999; Tinker et al. 2010). These functions may
exhibit differences of up to∼ 10% (e.g. Murray et al. 2013). However, a few
points are worth a comment.

9See, for example, van denBosch et al. (2013) for amore refined description of this term.
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First, the use of the fitting function from Tinker et al. (2010) is mo-
tivated by the use of a halo mass function calibrated over the same nu-
merical simulation. Second, the halo bias function enters in the galaxy-
matter power spectrum only through the two-halo term and as part of an
integral. Thus, especially because we will fit the ESD profiles only up to
𝑅 = 2 ℎ−1Mpc, the uncertainty related to the halo bias function is much
smaller than the statistical error associated to the observed signal.

2.4.1 Model specifics

The halo occupation statistics of galaxy groups are defined via the function
⟨𝑁⟩𝒪grp

(𝑀), the average number of groups (with a given observable prop-
erty 𝒪grp, such as a luminosity bin) as a function of halo mass 𝑀 . Since
the occupation function of groups as a function of halo mass, 𝑁grp(𝑀), is
either zero or unity, one has that ⟨𝑁⟩𝒪grp

(𝑀) is by construction confined
between zero and unity. We model ⟨𝑁⟩𝒪grp

(𝑀) as a log-normal character-
ized by a mean, log[𝑀̃/( ℎ−1M⊙)], and a scatter 𝜎log𝑀̃:

⟨𝑁⟩𝒪grp
(𝑀) ∝ 1√

2𝜋 𝜎log 𝑀̃
exp [−(log 𝑀 − log 𝑀̃)2

2𝜎2
log 𝑀̃

] . (2.28)

We caution the reader against over-interpreting the physical meaning
of this scatter; this number mainly serves the purpose of assigning a distri-
bution of masses around a mean value.

Ideally, for each stack of the group ESD (in bins of group luminosity
or total stellar mass) we wish to determine both these parameters, but to
keep the number of fitting parameters low we assume here that 𝜎log𝑀̃ is
constant from bin to bin, with a flat prior 0.05 6 𝜎log𝑀̃ 6 1.5. This prior
does not have any statistical effect on the results and it only serves the pur-
pose of avoiding numerical inaccuracies. There is evidence for an increase
in this parameter with central galaxy luminosity or stellar mass, (e.g. More
et al. 2009a,b, 2011), but these increases are mild, and satellite kinemat-
ics (e.g. More et al. 2011) support the assumption that 𝜎log𝑀̃ is roughly
constant on massive group scales (i.e. log[𝑀/( ℎ−1M⊙)] > 13.0). We have
verified that our assumption has no impact on our results in terms of either
accuracy or precision by allowing 𝜎log𝑀̃ to be different in each observable
bin.

For each given bin in an observable group property, one can define an
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effective mean halo mass, ⟨𝑀⟩, as

⟨𝑀⟩𝒪grp
≡ ∫ 𝒫(𝑀|𝒪grp) 𝑀 d𝑀

=
∫⟨𝑁⟩𝒪grp

(𝑀) 𝑛ℎ(𝑀, ̄𝑧)𝑀d𝑀
𝑛̄grp(𝒪grp, ̄𝑧) , (2.29)

where ̄𝑧 is the mean redshift of the groups in the bin under consideration,
and we have made use of Equation (2.22) and (2.24). The effective mean
halo mass, ⟨𝑀⟩𝒪grp

, is therefore obtained as a weighted average where the
weight is the multiplication of the halo occupation statistics and the halo
mass function.

The dark matter density profile of a halo of mass 𝑀 , 𝜌m(𝑟|𝑀), is as-
sumed to follow a NFW functional form:

𝜌m(𝑟|𝑀) = 𝛿 𝜌
(𝑟/𝑟𝑠)(1 + 𝑟/𝑟𝑠)2 , (2.30)

where 𝑟𝑠 is the scale radius and 𝛿 is a dimensionless amplitude which can
be expressed in terms of the halo concentration parameter 𝑐m ≡ 𝑅200/𝑟𝑠
as

𝛿 = 200
3

𝑐3
m

ln(1 + 𝑐m) − 𝑐m/(1 + 𝑐m) , (2.31)

where the concentration parameter, 𝑐m, scales with halo mass. Different
studies in the literature have proposed somewhat different fitting functions
(e.g. Bullock et al. 2001; Eke et al. 2001; Macciò et al. 2008; Duffy et al.
2008; Klypin et al. 2011; Prada et al. 2012; Dutton andMacciò 2014) to de-
scribe the relation 𝑐m(𝑀, 𝑧). Overall, these studies are in broad agreement
but unfortunately have not converged to a robust unique prediction. Given
that those fitting functions have been calibrated using numerical simula-
tions with very different configurations (most notably different mass res-
olutions and cosmologies), it remains unclear how to properly account for
the above mentioned discrepancies. As these fitting functions all predict a
weakmass dependence, we decide to adopt an effective concentration-halo
mass relation that has themass and redshift dependence proposed inDuffy
et al. (2008) but with a rescalable normalization:

𝑐eff
m (𝑀200, 𝑧) = 𝑓c × 𝑐Duffy

m (𝑀200, 𝑧)
= 𝑓c × 10.14 ( 𝑀200

2×1012 )−0.081 (1 + 𝑧)−1.01 . (2.32)
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Note that at 𝑧 = 0.25, one has 𝑐Duffy
m ≈ 5 for halo masses with log[𝑀/

( ℎ−1M⊙)] ≈ 14.3. We leave 𝑓c free to vary within a flat uninformative prior
0.2 6 𝑓c 6 5.

The innermost part of a halo is arguably the site where a ‘central’ galaxy
resides. The baryons that constitute the galaxy may be distributed accord-
ing to different profiles depending on the physical state (for example, ex-
ponential discs for stars and 𝛽-profiles for hot gas, see Fedeli 2014). The
lensing signal due to these different configurations could in principle be
modelled to a certain level of sophistication (see Kobayashi et al. 2015).
However, at the smallest scales of interest here10, those distributionsmight
as well be accounted for by simply assuming a point mass, 𝑀P. In the in-
terest of simplicity, we assume that the stellar mass of the brightest cluster
galaxy (𝑀BCG

⋆ ; Taylor et al. 2011a) is a reliable proxy for the amount of
mass in the innermost part of the halo. Specifically, we assume that

𝑀P = 𝐴P𝑀BCG
⋆ , (2.33)

where 𝐴P is a free parameter, within a flat prior between 0.5 and 5.
The adopted definition of centre may well differ from the true mini-

mum of the gravitational potential well. Such amis-centring of the ‘central’
galaxy is in fact seen in galaxy groups (see e.g. Skibba andMacciò 2011 and
references therein). George et al. (2012) offer further independent support
of such a mis-centring, finding that massive central galaxies trace the cen-
tre of mass to less than 75 kpc/ℎ.

We model this mis-centring in a statistical manner (see also Oguri and
Takada 2011,Miyatake et al. 2013,More et al. 2014 and references therein).
Specifically, we assume that the degree of mis-centring of the groups in
three dimensions, Δ(𝑀, 𝑧), is proportional to the halo scale radius 𝑟𝑠, a
function of halo mass and redshift, and parametrize the probability that a
‘central’ galaxy is mis-centred as 𝑝off . This gives

ℋgrp(𝑘, 𝑀, ̄𝑧) =
⟨𝑁⟩𝒪grp

(𝑀)
𝑛̄grp( ̄𝑧) (1 − 𝑝off + 𝑝off × e[−0.5𝑘2(𝑟𝑠ℛoff)2]) . (2.34)

Setting either 𝑝off orℛoff to zero implies that there is de facto no offset.We
treat the two as free parameters in Section 2.5. The parameter 𝑝off , being a
probability, is bound between zero and unity.We apply a flat uniform prior
to ℛoff ∈ [0, 1.5]. We note that this prior is very conservative, as according

10We fit the data in the range 0.02 < 𝑅/(ℎ−1Mpc) < 2.0
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to George et al. (2012) and Skibba and Macciò (2011) the mis-centring is
expected to be smaller than the scale radius of a group, for whichℛoff = 1.

In summary, the model parameter vector, is defined as 𝜆 = (log𝑀̃𝑖,
𝜎log𝑀̃, 𝑓c, 𝐴P, 𝑝off , 𝒟off) where 𝑖 = 1...𝑁bins. Throughout the paper, we
bin group observable properties in 6 bins. This leads to a 11 parameter
model. We use Bayesian inference techniques to determine the posterior
probability distribution 𝑃(𝜆|𝒟) of the model parameters given the data,
𝒟. According to Bayes’ theorem,

𝑃(𝜆|𝒟) ∝ 𝑃(𝒟|𝜆) 𝑃(𝜆) ∝ exp [−𝜒2(𝜆)
2 ] 𝑃(𝜆) , (2.35)

where 𝑃(D|𝜆) is the likelihood of the data given the model parameters, as-
sumed to be Gaussian, and 𝑃(𝜆) is the prior probability of these parame-
ters. Here,

𝜒2(𝜆) = [Δ̃Σ𝑘,𝑗 − ΔΣ𝑘,𝑗]𝑇 (𝐂−1)𝑘𝑘′,𝑗𝑗′ [Δ̃Σ𝑘′,𝑗′ − ΔΣ𝑘′,𝑗′ ] , (2.36)

where ΔΣ𝑘,𝑗 is the 𝑗’th radial bin of the observed stacked ESD for the
groups in bin 𝑘, and Δ̃Σ𝑘,𝑗 is the corresponding model prediction. 𝐂 is
the full covariance matrix for the measurements, computed as detailed in
Section 2.3.4.

We sample the posterior distribution of ourmodel parameters given the
data using a Markov Chain Monte-Carlo (MCMC). In particular, we use11 a
proposal distribution that is a multi-variate Gaussian whose covariance is
computed via a Fisher analysis run during the burn-in phase of the chain,
set to 5000 model evaluations.

2.5 Density profile of galaxy groups

Wemeasure the ESD signal around each GAMA groupwith at least 5mem-
bers in 10 logarithmically-spaced radial bins in the range 20 ℎ−1kpc to 2
ℎ−1Mpc. We first assign errors to those measurements by propagating the
shape noise on the tangential shearmeasurement in each radial bin.We di-
vide the groups into 6 bins according to a given observable property, such
as their velocity dispersion, total r-band luminosity, apparent richness or
r-band luminosity fraction of the BCG. Bin limits are chosen to make the

11A python implementation of this sampling method is available via the MʑʐʖʇPʛʖʊʑʐ
code thanks to the contribution by Surhud More.
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signal-to-noise of the ESD roughly the same in each bin. Once the bin lim-
its are defined, we compute the data covariance between radial bins and
between group bins as outlined in Section 2.3.4. We summarise the bin-
limits, the number of groups in each bin, the mean redshift of the bin and
the mean stellar mass of the BCG in Table 2.2 for the four observables con-
sidered in this work.

The typical signal-to-noise ratio in each of the 6 luminosity bins is of
order ∼ 20 − 25. This is comparable to the signal-to-noise ratio reported
by Sheldon et al. (2009) for a weak lensing analysis of ∼ 130 000 MaxBCG
clusters using SDSS imaging, once we restrict the comparison to a similar
luminosity range.

We jointly fit the signal in the 6 bins using the halo model described in
Section 2.4. Since GAMA is a flux limited survey, the redshift distributions
of the groups in the six luminosity bins are different, as shown in Figure
2.6. When we fit the halo model to the data, we calculate the power spectra
and mass function (Equations 2.20-2.27) using the median of the redshift
distribution in each bin.

For each observable property, we run 5 independent chains with differ-
ent initial conditions.We evaluate the convergence of theMCMC bymeans
of aGelmanRubin test (Gelman andRubin 1992), andwe imposeR < 1.03,
where the R-metric is defined as the ratio of the variance of a parameter in
the single chains to the variance of that parameter in an “über-chain”, ob-
tained by combining 5 chains.

2.5.1 Matter density profiles of group-scale haloes

We first test whether the ESD measurements themselves support the halo
model assumption that the group density profile can be described in terms
of a mis-centred NFW profile with a contribution from a point-mass at
small scales, and what constraints can be put on the model parameters.
In the interest of being concise, we only present the results derived by bin-
ning the groups according to their total r-band luminosity (see Section 2.3),
as statistically equivalent results are obtained when the groups are binned
according to their velocity dispersion, apparent richness or r-band lumi-
nosity fraction of the BCG. The binning by other observables will become
important in the study of scaling relation presented in Section 2.6.

One needs to define the centre of the halo before stacking the ESD pro-
files of the groups. Following R11, we have three choices for the group cen-
tre: the centre of light (Cen), the Brightest Cluster Galaxy (BCG) and the
brightest galaxy left after iteratively removing the most distant galaxies
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Figure 2.6: Redshift distributions of the GAMA groups used in this paper in the six r-band
luminosity bins. The group luminosity increases from left to right and from top to bottom.
The solid vertical black lines indicate the median of the distributions.

from the group centre of light (IterCen). Throughout the paper, unless
stated otherwise, we use the BCG as the definition of the centre, as it is a
common choice in the literature.We investigate the effect of using the other
two definitions of the group centre in Section 2.5.1 and in Appendix A.

Figure 2.7 shows the stackedESDprofiles (green pointswith error bars)
for the 6 bins in total r-band luminosity. Note that the error bars are the
square root of the diagonal elements of the full covariance matrix, and we
use dashed bars in the case of negative values of the ESD. The ESD profiles
have high signal-to-noise throughout the range in total luminosity and in
spatial scales. Red lines indicate the best-fit model, whereas orange and
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yellow bands indicate the 68 and 95% confidence interval. The model de-
scribes the data well with a reduced 𝜒2

red = 1.10, 49 d.o.f, over the full scale
range, for all the luminosity bins. This justifies our assumption that the
ESD profile can be accurately modelled as a weighted stack of mis-centred
NFW density profiles with a contribution from a point mass at the centre.

The main results of this analysis can be summarised as follows (68%
percent confidence limits quoted throughout):

• For each r-band luminosity bin, we derive the probability that a group
with that luminosity resides in a halo of mass𝑀 (see Equation 2.22).
We show the median of the probability distribution for the 6 bins in
Figure 2.8. We constrain the scatter in the mass at a fixed total r-
band luminosity to be 𝜎logM̃ = 0.74+0.09

−0.16. This sets the width of the
log-normal distribution describing the halo occupation statistics. We
remind the reader that 𝜎logM̃ is the width of the distribution in halo
masses at given total luminosity of the groups and it is not the scat-
ter in luminosity (or stellar mass) at a fixed halo mass that is often
quoted in the literature and that one would expect to be consider-
ably smaller (e.g. Yang et al. 2009; Cacciato et al. 2009; More et al.
2011; Leauthaud et al. 2012b). This hampers the possibility of a one-
to-one comparison with most studies in the literature. However, we
note that van den Bosch et al. (2007) and More et al. (2011) reported
values of the scatter in halo mass at fixed luminosity that are as high
as 0.7 at the bright end. Furthermore, More et al. (2015) reported a
value of 0.79+0.41

−0.39 for the width of the low mass end distribution of
the halo occupation statistics of massive CMASS galaxies. Given the
non-negligible differences between the actual role of this parameter
in all these studies, we find this level of agreement satisfactory.

• For each luminosity bin, a mean halo mass is inferred with a typical
uncertainty on the mean of ∼ 0.12 dex.

• The relative normalisation of the concentration-halo mass relation
(see Equation 2.32) is constrained to be 𝑓c = 0.84+0.42

−0.23, in agreement
with the nominal value based on Duffy et al. (2008).

• The probability of having an off-centred BCG is poff < 0.97 (2-sigma
upper limit), whereas the average amount of mis-centring in terms of
the halo scale radius, ℛoff , is unconstrained within the prior.

• The amount of mass at the centre of the stack which contributes as a
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pointmass to theESDprofiles is constrained to be𝑀PM = APM ⟨𝑀𝐵𝐶𝐺
⋆ ⟩ =

2.06+1.19
−0.99 ⟨𝑀𝐵𝐶𝐺

⋆ ⟩.

Figure 2.9 shows the posterior distributions of the halo model parame-
ters and theirmutual degeneracies. Table 2.3 and 2.4 list themedian values
of the parameters of interest with errors derived from the 16th and 84th
percentiles of the posterior distribution. We discuss the constraints on the
model parameters in further detail in the remainder of this section.

Masses of dark matter haloes

The dark matter halo masses of the galaxy groups that host the stacked
galaxy groups analysed in this work span one and a half orders of mag-
nitude with 𝑀 ∈ [1013..1014.5] ℎ−1M⊙. Since our ESD profiles extend to
large radii, our 2 ℎ−1Mpc cut-off is larger than 𝑅200 over this full mass
range, these mass measurements are robust and direct as they do not re-
quire any extrapolation. The uncertainties on themasses are obtained after
marginalising over the other model parameters. Typically these errors are
15% larger than what would be derived by fitting an NFW profile to the
same data, ignoring the scatter in mass inside each luminosity bins. Note
that a simpleNFWfit to the data in the 6 luminosity bins,with fixed concen-
tration (Duffy et al. 2008) would also lead to a bias in the inferred masses
of approximately 25%.

The inferred halo masses in each luminosity bin are slightly correlated
due to the assumption that the scatter in halo mass is constant in different
bins of total luminosity. We compute the correlation between the inferred
halo masses from their posterior distribution, and we show the results in
Figure 2.10. Overall, the correlation is at most 20%, and this is accounted
for when deriving scaling relations (see Section 2.6).

Concentration and mis-centring

The shape of the ESD profile at scales smaller than ∼ 200 ℎ−1kpc contains
information on the concentration of the halo and on themis-centring of the
BCG with respect to the true halo centre. However, the relative normalisa-
tion of the concentration-halo mass relation, 𝑓c, and the two mis-centring
parameters, poff and ℛoff are degenerate with each other. A small value
of 𝑓c has a similar effect on the stacked ESD as a large offset: both flatten
the profile. To further illustrate this degeneracy, we show in Figure 2.11 the
2D posterior distribution of the average projected offset (poff × ℛoff) and
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Figure 2.8: Probability that a group with a given r-band luminosity resides in a halo of mass
𝑀. The lines show the median distribution, while the grey contours show the 68 and 95
percentile around the median.
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Figure 2.9: Posterior distribution of the normalisation of the mass-concentration relation 𝑓c,
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54 KiDS+GAMA: properties of galaxy groups

1 2 3 4

fc

0.0

0.5

1.0

1.5

p
of

f
×
R

o
ff

Figure 2.11: 2D posterior distribution of the average projected offset (poff × ℛoff) and the
normalisation of the concentration-halo mass relation 𝑓c. The contours indicate the 68%,
95% and 99% confidence region.

the normalisation of the concentration-halo mass relation. It is clear how
a vanishing offset would require a low value of the concentration.

The derived constraints on the average projected BCG offset are quite
loose: poff × ℛoff < 1.10 rs (2-sigma).Hence onemight argue in favour of a
simplermodel or amodel with a less informative prior onℛoff .We address
both aspects in the followingways. First, we run a version of the halomodel
on the same 6 luminosity bins in which we assume nomis-centring (i.e. we
assume that the BCG is always at the centre of the dark matter halo). We
find a similar value of the reduced chi-squared (𝜒2

red = 1.04, 51 d.o.f.),
comparable values for the 6 masses (always within one sigma) but tighter
constraints for the relative normalisation of the concentration-halo mass
relation, 𝑓c = 0.59+0.13

−0.11. This is perhaps not entirely surprising given that
in this case 𝑓c is not degenerate with any other model parameter. Second,
we relax the prior forℛoff from 0 ≤ ℛoff ≤ 1.5 to 0 ≤ ℛoff ≤ 5. Also in this
case, we find statistically equivalent halomasses and similar constraints on
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poff ,ℛoff , and 𝑓c as in the fiducial case. We summarise the results of these
tests in Figure 2.12. We conclude that the fact that the reduced 𝜒2 values
for the three model-configurations are very similar and always larger than
unity suggests that the 11-parameter model is not too complex given the
signal-to-noise of the data. Ignoring the mis-centring in the model lowers
the relative normalisation of the concentration-halo mass relation to a 3-
sigma deviation from the nominal value of Duffy et al. (2008). However,
we caution the reader against over-interpreting this result as our test shows
that this is probably driven by the very strong prior on the location of the
BCGs rather than actually being a physical property of the stacked haloes.

Lower values of the normalisation of the concentration-halo mass re-
lation from weak lensing analysis have been previously reported. For ex-
ample, Mandelbaum et al. (2008) studied a sample of LRGs and MaxBCG
clusters from SDSS and reported a 2-sigma deviation of the normalisation
of the mass-concentration relation with respect to the simulation predic-
tions. In this case, the lenses were assumed to be the true centre of the dark
matter halo, and the analysis limited to scales larger than 0.5 ℎ−1Mpc to
limit the impact of mis-centring. From a weak lensing and clustering anal-
ysis of SDSS-III CMASS galaxies, Miyatake et al. (2013) also found a lower
normalisation if mis-centring of the lenses is not included in the model but
report agreement with the theoretical predictions once the mis-centring is
included. A similar conclusion was derived by van Uitert et al. (2015) from
a lensing analysis of LOWZ and CMASS LRGs from the Baryon Oscilla-
tion Spectroscopic Survey (BOSS) SDSS-DR10 using imaging data from the
second Red-sequence Cluster Survey (RCS2). In an analysis of the CFHT
Stripe 82 Survey for haloes of masses around 1014M⊙, Shan et al. (2015)
also reported a nominal value of the normalisation of the concentration-
halo mass relation lower than the Duffy et al. (2008) prediction, but the
discrepancy between observations and predictions from numerical simu-
lations was not statistically significant.

Possible explanations for a lower normalisation of the concentration-
halo mass relation might include halo-triaxiality, which we do not account
for in our model, substructures inside the main halo (Giocoli et al. 2012),
galaxy formation related processes which can make halo density profiles
shallower by expelling baryons into the outer region of the halo (Sales et al.
2010, van Daalen et al. 2011) and the assumed cosmological model. In fact,
the value of the concentration at a given redshift, as ameasure of the forma-
tion time of haloes, depends on the background cosmology. To address this
last point, we run the halo model assuming two alternative cosmologies:
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Figure 2.12: Posterior distribution for the normalisation of the mass-concentration relation
(Duffy et al. 2008) after marginalising over the other model parameters. We show here the
effect of changing the prior in the mis-centring parameters: ℛoff = 0 (red line), ℛoff ∈
[0..1.5]rs (black line) and ℛoff ∈ [0..5]rs (blue line). As a reference, the orange line shows
the posterior distribution for 𝑓c in the case of a global stack of all groups. This has to be
compared with the black line, where the constraints were derived from a joint fit of the stacked
ESD in 6 luminosity bins.
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a slight deviation from the nominal Planck result (Ω𝑚, 𝜎8, ℎ, 𝑛𝑠, Ω𝑏ℎ2) =
(0.302, 0.818, 0.68, 0.9686, 0.02197) (Spergel et al. 2015), and the best fit re-
sult of a clustering and lensing analysis onSDSSdata (Ω𝑚, 𝜎8, ℎ, 𝑛𝑠, Ω𝑏ℎ2) =
(0.278, 0.763, 0.739, 0.978, 0.02279) (Cacciato et al. 2013), which we regard
as an extreme change in light of the recent Planck results. We do not find
any difference in the posterior distributions of any model parameters, in
particular on 𝑓c. We hence conclude that our results are not affected by the
assumed cosmology.

Point mass: the innermost part of the halo

Measurements of the ESD profile at scales smaller than ∼ 50 ℎ−1kpc con-
strain the amount of mass at the centre of the halo. We model this as a
simple point mass. The measured amplitude of the point mass is not de-
generate with any of the other halo model parameters, demonstrating that,
given the quality of the data, the details of the distribution of the baryons
at the very centre of the haloes are not relevant to infer global properties of
the dark matter halo, such as their masses or concentrations.

Other definitions of the group centre

Finally, we repeat the analysis using two alternative definitions of the group
centre in the GAMA catalogue: the centre of light (Cen) and the brighter
galaxy left after iteratively removing themost distant galaxy from the group
centre of light (IterCen). We present the results in Appendix A, Table 2.3
and 2.4. We do not find any significant difference in the ESD profile when
using IterCen instead of the BCG. However, the profile is very different
when we use Cen. In this case, we find tight constraints on the probabil-
ity of the centre of light of not being the centre of the dark matter halo
with poff > 0.67 at 2-sigma and we find that on average the amount of
mis-centring of the centre of light with respect to the minimum of the halo
potential well is ℛoff = 1.00+0.37

−0.51. The constraints on the halo masses in
the 6 luminosity bins, as well as the constraints on 𝜎logM̃, 𝑓c, and AP, are
however consistent within 1-sigmawith those calculated using the BCG po-
sition.

In summary, our results highlight the importance of a proper model for
the mis-centring in the analysis of the ESD signal from groups or clusters
of galaxies. Neglecting it could lead to biases in the derived parameters,
particularly the normalisation of the concentration-mass relation.
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14.16 +0.08

−0.09
14.53 +0.09

−0.09
Cen

13.00 +0.17
−0.23

13.64 +0.12
−0.16

13.92 +0.10
−0.12

13.85 +0.10
−0.12

14.18 +0.09
−0.10

14.64 +0.10
−0.10
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Table 2.4: Constraints on the halo model parameters using the three definitions of halo centre.
For each of the parameters, we quote the median of the posterior distribution, marginalised
over the other parameters, while the errors are the 16th and 84th percentile of the distribution.
All the constraints derived using the three different proxies for the halo centre agree within
1-sigma.

Centre 𝜎log[M̃] 𝑓c poff ℛoff AP
BCG 0.74+0.09

−0.16 0.84+0.42
−0.23 0.38+0.30

−0.27 0.79+0.52
−0.62 2.06+1.19

−0.99
IterCen 0.74+0.10

−0.16 0.94+0.43
−0.23 0.37+0.27

−0.26 0.87+0.46
−0.65 1.76+1.12

−0.87
Cen 0.67+0.10

−0.17 1.10+0.32
−0.46 0.98+0.02

−0.09 1.00+0.37
−0.51 0.91+0.63

−0.33

2.6 Scaling relations

In the last Section of this paper, we investigate the correlations between
the halo masses derived using weak gravitational lensing and optical prop-
erties of galaxy groups measured from SDSS images and the GAMA cata-
logue R11. There are twomain reasons to study these scaling relations: i) to
understand which physical processes take place inside galaxy groups and
their impact on galaxy formation; ii) to constrain amean relation, as well as
the scatter, between some observable property of the groups and their halo
mass for use in cosmological analyses that rely on the halo mass function.

2.6.1 The relation between halomass and group r-band luminosity

We first investigate the scaling relation between the total halomass and the
total r-band luminosity of the groups. As described in the previous section,
we bin the groups according to their total r-band luminosity (see Table 2.2),
fit a halo model to the stacked ESDs, and record the halo mass posteriors
for each bin.We show the results, halomass a function of group luminosity,
in the left panel of Figure 2.13.

We fit a power-law relation between the halo mass and the total r-band
luminosity of the group:

M200
1014 ℎ−1M⊙

= (0.95 ± 0.14)( Lgrp
1011.5ℎ−2L⊙

)
(1.16±0.13)

. (2.37)

The linear regression is performed in the log-basis, since the errors on the
masses are log-normal distributed, by minimizing the offset of the mass
measurements from the power-law relation. We explicitly account for the
correlation between halo masses (see Section 2.5). The red line in Figure
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Figure 2.13: Left panel: Halo mass as a function of the total group r-band luminosity. The
solid black points show the halo masses derived in this work from a halo model fit to the
stacked ESD profile of groups with at least 5 members brighter than the GAMA magnitude
limit. The vertical error bars indicate the 1-sigma uncertainty on the average halo mass after
marginalising over the other halo model parameters, while the horizontal error bars indicate
the 16th and 84th percentile of the luminosity distribution in each bin. The red line shows the
best fit power-law to the data points, while our estimate of the 1-sigma dispersion around this
relation is shown as the orange area (see text). The open black circles show the halo masses
derived from a lensing analysis of GAMA groups using SDSS galaxies as background sources
(Han et al. 2014). Right panel: Derived mass-to-light ratio as a function of the group total
luminosity from this work (black points), from the GAMA+SDSS analysis (open black circles),
from the analysis of the CNOC2 group sample (Parker et al. 2005) (magenta diamonds) and
from a lensing analysis of 130000 groups from the MaxBCG catalogue using SDSS imaging
(Sheldon et al. 2009, (green crosses)). In blue we show the median relation derived using the
2PIGG catalogue (Eke et al. 2004). The red lines and the orange area correspond to those of
the left panel.

2.13 shows the best-fit relation. Our estimate of the 1-sigma dispersion
around this relation is shown as the orange band and is derived from the
joint posterior distributions for the halomasses from5 independentMCMCs.
We jointly extract 105 random values of the masses in each of the 6 r-band
luminosity bins (in order to preserve the correlation between the masses),
and we fit a linear relation to each log-mass vector as a function of the log-
arithm of the r-band luminosity. Finally, we compute the 16th and 84th
percentiles of the best fit models in the different r-band luminosity bins.
The average logarithmic scatter in halo mass at fixed r-band luminosity is
𝜎log ⟨M200⟩ = 0.17

In the left panel of Figure 2.13, we also compare our results to a previous
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weak lensing analysis of the same group catalogue (open black points) that
used SDSS galaxies as background sources (Han et al. 2014). That analysis
included all groups with Nfof > 3 and fitted a single maximum likelihood
mass to all the galaxies within a number of r-band luminosity bins. The
agreement between the two analyses is remarkable given the different qual-
ity of data and the different techniques used to infer the halo masses. Nev-
ertheless, we stress that the current analysis based on the first KiDS data
not only yields some of the tightest lensing constraints on group masses
to date but also does this whilst marginalising over halo model parameters
not considered in the previous work.

Mock simulations suggest that the GAMA group catalogue is signifi-
cantly contaminated by chance projections for groups with 2 and 3 mem-
bers andmarginally contaminated for groups with 4members. Thus, while
the onlyway to obtain constraints on low-luminosity systems (Lgrp . 1010.5

𝐿⊙ℎ−2) is to include such sparse groups in the analysis, the impurity of
the selection makes any results on the average mass of such groups unre-
liable and difficult to quantify (most likely underestimated). Our lowest-
luminosity bin may suffer from a bias due to this same richness criterion
if, as seems plausible, the poorer groups that are not included at a given
luminosity have systematically lower masses.

According to our current understanding of galaxy formation, onewould
expect the slope of themass-luminosity relation to change towards the low-
mass end, for haloes of about 1012 −1013𝑀⊙ℎ−1. This is mostly due to star
formation being most efficient in haloes of ∼ 1012ℎ−1𝑀⊙ (see for exam-
ple Behroozi et al. 2013 and references therein), implying the dominant
feedback process is mass ejection from supernovae (see e.g. Dekel and Silk
1986). However, we are only able to probe themass-luminosity relation for
haloes more massive than about 1013𝑀⊙ℎ−1. In the regime modeled here,
the relation is well fitted by a single power-law.

The right panel of Figure 2.13 shows the relation between halo mass
and total r-band luminosity in terms of the mass-to-light ratio. The mass-
to-light ratio is relatively constant with total group r-band luminosity, with
a slight increase of less than 0.1 dex from the lowest to the highest lumi-
nosity bin. The scatter around this ratio is as large as 0.2 dex. Ideally, one
would like to compare this result with previous results from the literature.
Unfortunately, different authors use different definitions of halo masses,
group luminosities are often measured in different bands, and group se-
lection functions might differ due to different survey depths or different
algorithms used to identify groups. This might easily lead to different scal-
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ing relations, and we would like to highlight to the reader that a face-value
comparison might be misleading. Despite these uncertainties, we qualita-
tively compare our results with previous measurements in what follows.

One of the first analyses of a large sample of groups was based on the
2dFGRS, using a percolation technique to identify groups while also allow-
ing dynamicalmassmeasurements (Eke et al. 2004). The group luminosity
was measured both in 𝑏𝐽 and 𝑟𝐹 -band. We show this result as the blue line
in the right panel of Figure 2.13. We find a qualitatively similar trend of the
mass-to-light ratio as a function of the total group r-band luminosity for
𝐿grp > 1011𝐿𝑟⊙

ℎ−2. However, our data do not support the steep increase
of the mass-to-light ratio in the range 1010𝐿𝑟⊙

ℎ−2 < 𝐿grp < 1011𝐿𝑟⊙
ℎ−2

reported by Eke et al. (2004).
Han et al. (2014) carried out a detailed comparison between their re-

sults (which are in agreement with the one presented in this work) and the
results from Eke et al. (2004), concluding that the steep increase in the
mass-to-light ratio observed in the 2dFGRS sample could be mostly ex-
plained by the different depth between 2dFGRS and GAMA (2 magnitudes
deeper). We stress again here that our first data point might be affected
by the apparent richness selection we applied on the group catalogue. If
we exclude this data point, the agreement with Eke et al. (2004) is fairly
reasonable.

We also compare our results with a lensing analysis ofMaxBCG clusters
(Koester et al. 2007) using SDSS imaging (Sheldon et al. 2009). We show
their result as the greenpoints inFigure 2.13. In this case the groups/clusters
were binned according to their total luminosity and the masses were mea-
sured by first inverting the ESD signal to 3D density and mass profiles and
then by inferring the mass inside 𝑅200. Also in this case we find a reason-
able agreement once we exclude our first data point, which, as discussed,
might be affected by the apparent richness selectionwe applied to the group
catalogue.

Finally Parker et al. (2005) considered a sample of 116 groups from the
CNOC2 survey (Yee et al. 1998). The halo masses were measured by fitting
a SIS profile to the stacked ESD signal measured using weak gravitational
lensing. In this case, the luminosity was measured in 𝐵-band. Given the
small sample of groups, only two measurements were possible at quite low
group luminosity. We show their results as the magenta points in Figure
2.13. Following Jee et al. (2014), we applied a 0.8 multiplicative correction
to the𝐵-bandmass-to-light ratio in order to have an estimate for themass-
to-light ratio in 𝑟-band.
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Only the mass-to-light ratio measurement in the high luminosity bin of
the CNOC2 analysis, which corresponds to our low luminosity bin, can be
directly compared to our analysis, given the luminosity rangewe probe.We
find a good agreement.

2.6.2 The relation between halo mass and velocity dispersion

Next, we focus on the scaling relation between the total halo mass and the
group velocity dispersion. Again, we bin the groups in 6 bins according to
their velocity dispersion, with the boundaries chosen so that the signal-to-
noise ratios of the stacked ESD profiles are equal (see Table 2.2). The halo
masses in each bin are then found by a joint halo model fit to the ESD pro-
file in each velocity dispersion bin. Figure 2.14 shows the corresponding
results. The GAMA groups span an order of magnitude in velocity disper-
sion, butmost of the constraining power for the scaling relation comes from
groups with 𝜎 ∼ 500km s−1. This is expected given that the cut imposed on
group apparent richness excludes the lowmass systems from this analysis,
and that the survey volume is relatively small, and hence our sample does
not contain many very massive galaxy clusters. As in the case of binning
by luminosity, we believe that the apparent richness cut imposed on the
GAMA group catalogue will have a non-neglible effect on themeasurement
of the average halo mass in the first velocity dispersion bin 𝜎 < 200 km s−1.

At low velocity dispersion, we compare our results with those from the
CNOC2 survey (Carlberg et al. 2001), for which the mass measurements
are derived from the dynamical properties of the groups. In Figure 2.14 we
show the average CNOC2massmeasurements in 3 velocity dispersion bins;
the error bars are the 1-sigma scatter between measurements in each bin.

At high velocity dispersion, we compare our results to the analysis of
the HeCS sample (Rines et al. 2013), where masses are measured using a
redshift-space caustic technique. Themean redshift of the HeCS clusters is
similar to that of the GAMA groups. As for the CNOC2 sample, we binned
the HeCS clusters according to their velocity dispersion, and we calculated
the median mass and the 1-sigma dispersion in each bin. Both the CNOC2
and the HeCS sample agree well with the mass-velocity dispersion relation
we derived using galaxy groups from GAMA.

We fit a power-law between the halo mass and the group velocity dis-
persion (using the same procedure outlined in the previous section) andwe
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Figure 2.14: Halo mass as a function of the group velocity dispersion. The black points
show the halo masses derived in this work from a halo model fit to the stacked ESD profile of
groups with at least 5 members brighter than the GAMA magnitude limits. The red line shows
the best fit power-law to the data points and the orange area indicates our estimate of the
1-sigma dispersion around this relation. The cyan points show the results from the CNOC2
survey (Carlberg et al. 2001), while the magenta points show the results from the HeCS
sample of clusters (Rines et al. 2013). The grey band shows the mass-velocity dispersion
relation obtained from measurements of satellite kinematics in SDSS (More et al. 2011).
Finally, the blue line shows the relation calculated from the GAMA mocks using the same
selection function applied to the data.

constrain this relation to be:

( 𝑀200
1014 ℎ−1M⊙

) = (1.00 ± 0.15)( 𝜎
500s−1km)

(1.89±0.27)

. (2.38)

We find that the average scatter in the halo mass-velocity dispersion rela-
tion is 𝜎log⟨M200⟩ = 0.20.

Wedonot see any indication of a change in the slope over almost two or-
der of magnitude inmass, frommassive clusters to small groups. However,
the slope we find is significantly shallower than what would be expected
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from a virial scaling relation (𝑀 ∝ 𝜎3) as is seen in dissipationless numer-
ical simulation (Evrard et al. 2008). A very similar result (𝑀 ∝ 𝜎2.09±0.34)
was found by a previous weak lensing analysis of the same group catalogue
using SDSS galaxies as background sources (Han et al. 2014).

There are at least two possible explanations for this effect:

• Hydrodynamical simulations have shown that galaxies trace shallower
mass-velocity dispersion relations (slope lower than3) thandarkmat-
ter particles (Munari et al. 2013). This is due to dynamical friction
and tidal disruption, acting on substructures and galaxies, but not on
darkmatter particles. The typical effect measured in simulations is of
order 10%, which is too small to explain the value of the power-law
slope we measure when comparing with the virial expectation.

• The apparent richness cut we imposed to the group catalogue, the
GAMA selection function and the limited cosmological volume we
probe might introduce selection biases on our mass measurements.
In particular the apparent richness cutmight introduce a positive bias
formass-measurements in the lowest velocity dispersion bin, and the
small volume used in this workmight introduce negative biases in the
highest velocity dispersion bins. The combination of these two effects
would result in a shallower mass-velocity dispersion relation.

To investigate the second hypothesis further we compare our inferred scal-
ing relation with one measured from the dark matter only mock GAMA
catalogue (Robotham et al. 2011; Merson et al. 2013) applying the same
apparent richness cut. In the GAMAmocks the velocity dispersion is mea-
sured using the underlying/true dark matter haloes while the stored mass
of the haloes (DHalo mass) are computed as the sum of the masses of their
component subhaloes (Jiang et al. 2014). For the purpose of the compar-
ison we convert them into 𝑀200 (McNaught-Roberts in prep.). We show
the results as the blue line in Figure 2.14. We find a good agreement with
the scaling relationmeasured from the data, supporting the hypothesis that
the shallower scaling relation we measure is mostly caused by selection ef-
fects.Howeverwe cannot exclude at this stage that part of the reason for the
shallower mass-velocity dispersion relation might be dynamical processes
acting on the galaxies in the groups.

Adetailed investigationwill be presented in a forthcomingpaper (Robotham
et al. in prep.) in the context of finding optimal dynamical mass estimates
using weak lensing measurements of the group masses.
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Finally,we compare our resultswithmeasurements of themass-velocity
dispersion relation obtained from measurements of satellite kinematics in
SDSS (More et al. 2011). In this case, we extrapolate the mass-velocity dis-
persion relation from measurements of the stellar mass - halo mass and
stellarmass - velocity dispersion relationswhich are provided in that paper.
Note that these two relations have not been derived independently from
each other. We find a good agreement with our results for 𝜎 > 300km s−1.
For lowermass haloes, we have already discussed the potential selection ef-
fect due to the apparent richness cut that affects our first data point. How-
ever, we also note that there is some tension between the CNOC2 results
(Carlberg et al. 2001) and the SDSS satellite kinematics results. In general,
velocity dispersion andmassmeasurements aremore difficult for lowmass
groups than for massive systems because of the smaller number of mem-
bers and more severe selection effects.

2.6.3 The relation between halo mass and r-band luminosity frac-
tion of the BCG

Feedback from supernovae (Dekel and Silk 1986) and AGNs (Springel et al.
2005a) have been proposed in the past decade as a possible solution for re-
ducing the star formation efficiency in hydrodynamical simulations (e.g.
Sijacki et al. 2007, Fabjan et al. 2010, McCarthy et al. 2010, Booth and
Schaye 2013, Vogelsberger et al. 2014, Schaye et al. 2015 and references
therein). It is important to test the hypothesis of feedback and to constrain
its efficiency by comparing complementary predictions of hydrodynami-
cal simulations with observations. Motivated by the work of Le Brun et al.
(2014), we focus here on the relation between the 𝑟-band luminosity frac-
tion of the BCG, defined as LBCG/Lgrp, and the group halo masses cal-
culated in this work by binning the groups according to LBCG/Lgrp (see
Table 2.2). The 𝑟-band luminosity of the BCG is calculated from the rAB
petrosian magnitude from the GAMA catalogue. We apply a k-correction
and evolution correction to the magnitude following R11:

(𝑘 + 𝑒)(𝑧) =
4

∑
𝑖=0

𝑎𝑖(𝑧 − 0.2)𝑖 − 1.75𝑧 , (2.39)

with 𝑎𝑖 = [0.2085, 1.0226, 0.5237, 3.5902, 2.3843]. We note that the orig-
inal correction presented in Equation 8 in R11 presents an error in the
sign of the last term in the above equation. Figure 2.15 shows the halo
masses obtained for groups stacked according to LBCG/Lgrp as a function
of LBCG/Lgrp.
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Figure 2.15: Group masses as a function of the 𝑟-band luminosity fraction of the BCG. The
solid black points show the halo masses derived in this work from a halo model fit to the
stacked ESD profile of groups with at least 5 members brighter than the GAMA magnitude
limit. The solid red and the dashed blue lines are predictions from the Cosmo-OWLS simulation
at the median redshift of the GAMA groups for a run including AGN feedback and a reference
run without AGN feedback (Le Brun et al. 2014). The luminosities measured in the simulation
are (𝑘 + 𝑒) corrected to redshift 0 using the same functional form (Equation 2.39) applied
to the data. The red area encompasses the 16th and 84th percentile of the mass distribution
in each luminosity fraction bin for the AGN simulation. The shaded blue area indicates the
range in 𝐿BCG/𝐿grp in which there are no haloes in the REF simulation.



68 KiDS+GAMA: properties of galaxy groups

There is a clear trend of group masses with the r-band luminosity frac-
tion of the BCG. This trend has been previously observed at group scales
by Rasmussen and Ponman (2009) and at cluster scales by Lin and Mohr
(2004). The explanation is that the growth of the BCG is modest compared
with the growth of the entire group.

Since the luminosity of the BCG is proportional to its stellar mass con-
tent and the group luminosity is an increasing function of the total halo
mass, one can compare the results reported in this paper with studies of the
stellar-to-halo mass ratio (SHMR) as a function of halo mass (e.g. George
et al. 2011; Leauthaud et al. 2012a; van der Burg et al. 2014; Coupon et al.
2015). There is a clear consensus on the decline of the SHMR with halo
mass, which is a different manifestation of the trend dispayed in Figure
2.15 where we report the halo mass as a function of the r-band luminosity
fraction of the BCG. In particular, for central galaxies, it has been shown
(Behroozi et al. 2013; Coupon et al. 2015) that halos of ∼ 2 × 1014 ℎ−1M⊙
have a SHMR about an order of magnitude lower than that of halos of
∼ 1013 ℎ−1M⊙, again in qualitative agreement with the result shown in
Figure 2.15. The steep decline of the relation between the group mass and
the r-band luminosity fraction is a consequence of star formation becom-
ing less efficient in more massive halos. Several mechanisms, beyond AGN
feedback, have been invoked to explain this phenomenon such as halomass
quenching (e.g Peng et al. 2010; Ilbert et al. 2013) or the presence of many
satellite galaxies in massive halos which cut off the gas supply to the BCG
(Aragon-Calvo et al. 2014).

We focus here in particular on comparing our results with the (Cosmo-)
OverWhelmingly Large Simulations (OWLS) (Schaye et al. 2010; Le Brun
et al. 2014).

Le Brun et al. (2014) present results from these simulations in terms of
𝐾-band luminosity binned by halo mass. They report a very similar trend
to the one we observe in our data. In particular, they find a large difference
in the luminosity fraction of the BCG when they compare simulations with
andwithout AGN feedback. To compare our results with the Cosmo-OWLS
simulation, the r-band results were provided by the Cosmo-OWLS teamus-
ing the same K-correction and evolution correction we applied to the data
(Equation 2.39) for three redshifts snapshots 𝑧 = [0.125, 0.25, 0.375]. When
comparing the simulations to the data, we use the results from the snap-
shots closer to themedian redshift of theGAMAgroups.Wediscarded from
the simulation all haloes with mass lower than 1013 ℎ−1M⊙, which roughly
corresponds to the minimum mass of groups with more than 5 members
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in the G3Cv7 catalogue (see section 2.6.4). In this way we try to mimic the
selection we applied to the data. Finally, we bin the simulation in the same
way we bin the data, using the BCG luminosity fraction as a proxy for the
group mass.

Figure 2.15 shows the Cosmo-OWLS results for the run including AGN
feedback (solid red line) and for a reference run (REF)withoutAGN(dashed
blue lines). The red area encompasses the 16th and 84th percentile of the
mass distribution in each luminosity fraction bin.

For LBCG/Lgrp < 0.2 the reference run does not contain any groups
which on the contrary are clearly present in our group sample. The rea-
son for this is that the gas cooling in the REF simulation is too efficient,
leading to BCGs which are always very luminous in comparison to the total
luminosity of the group. This evidence alone is sufficient to conclude that
the data disfavour a model without AGN feedback. Note that this conclu-
sion is independent of the group mass measurements. Our derived scal-
ing relation between the halo mass and the luminosity fraction of the BCG
for LBCG/Lgrp > 0.2 further supports the above conclusion, being in rea-
sonable agreement with the prediction from the simulation including AGN
feedback. A detailed comparison of the trend in Figure 2.15 with simula-
tions would require replicating the GAMA group finder and selection func-
tion on the Cosmo-OWLS simulations and is beyond the scope of this pa-
per.

2.6.4 The relation between halomass and group apparent richness

Finally, we investigate the relation between the total halo mass and the ap-
parent richness of the groups. The groups are binned according to their
apparent richness (see Table 2.2), and the average halo mass for each bin
is estimated by fitting a halo model to the stacked ESD profile. We show
the result in Figure 2.16.

Weparametrise the halomass-richness relationwith a power-law,which
is fit to the data with the same procedure outlined in the previous sections:

( 𝑀200
1014ℎ−1M⊙

) = (0.43 ± 0.08)(𝑁fof
10 )

(1.09±0.18)

, (2.40)

and we constrain the average scatter in the halo mass-richness relation to
be 𝜎log⟨M200⟩ = 0.20.

As expected, richer groups are alsomoremassive.We caution the reader
that this scaling relation is the one most affected by the GAMA selection
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function. In fact, unlike our treatment of the total group luminosity, we do
not correct the apparent richness measurements to account for the faint
galaxy members not targeted by GAMA. We compare our results with the
GAMA mocks, which have the same selection function as the data, and we
generally find good agreement.

We also compare our results with a weak lensing analysis of 130,000
groups and clusters of galaxies in the Sloan Digital Sky Survey (Johnston
et al. 2007). The masses were derived from fitting an halo model to the
stacked ESD profile in 12 richness bins. The richness was defined as the
number of red sequence galaxies with luminosities larger than 0.4L⋆ within
a given projected radius, which is close to 𝑅200. In spite of the different
richness defintionswe find a good agreementwith ourmeasurements, both
for the amplitude and the slope of the mass-richness relation.

2.7 Conclusions

In this paper, we present the first weak lensing analysis of the mass distri-
bution in the GAMA groups using background sources from the overlap-
ping KiDS survey. The effective overlapping area (accounting for masks)
used in this work is 68.5 square degrees and corresponds to the first two
data releases of 𝑢𝑔𝑟𝑖 images of the KiDS data (de Jong et al. 2015 and K15).

Our main results are the following:

1. We measure the stacked excess surface density profile of the galaxy
groups as a function of their total r-band luminosity, velocity disper-
sion, fraction of group light in the BCG and apparent richness. Split-
ting the data into six roughly equal signal-to-noise bins, we derive
average halo masses per bin with a typical precision of 0.12 dex. We
provide a physical interpretation of the signal using the halo model.

2. We show the importance of modelling the mis-centring of the BCG
(used here as tracer of the group centre) with respect to the centre of
the group’s dark matter halo in order to derive unbiased results, in
particular on the halo mass-concentration relation.

3. Our results are consistent with the normalisation of the halo mass-
concentration relation proposed by Duffy et al. (2008),when mis-
centring is included in the model.

4. We find no evidence of a significant baryonic component in the centre
of the groups in excess of the stellar mass of the BCG. However, the
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Figure 2.16: Group halo mass as a function of the richness (Nfof) . We use here only groups
with at least 5 members brighter than 𝑟𝐴𝐵 = 19.8. The richness of the groups is not corrected
to account for the fainter galaxies not targeted by GAMA. The red line shows the best fit
power-law relation to the data points. Our estimate of the 1-sigma dispersion around this
relation is shown as the orange area. The blue line shows the mass-richness relation derived
from the GAMA mocks using the same selection function applied to the data. The magenta
points show the result of a weak lensing analysis of 130,000 groups and clusters of galaxies
in the Sloan Digital Sky Survey (Johnston et al. 2007).

uncertainty on this result is quite large due to the low signal-to-noise
at small scales, which is in turn caused by the difficulties inherent in
measuring reliable shapes for blended objects.

5. We obtain clear scaling relations between the halo mass and a num-
ber of observable properties of the groups: the group r-band lumi-
nosity, the velocity dispersion of the group, its apparent richness and
the ratio between the r-band luminosity of the BCG and the total r-
band luminosity of the group. The typical scatter in halomass at fixed
observable property is 𝜎log⟨M200⟩ = 0.2.

6. We show that our data have the statistical power to discriminate be-
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tween models with and without AGN feedback and possibly between
different AGN feedback models.

This analysis is part of the first set of weak lensing results using the
KiDS data, based on data obtained during the first two years of operation.
As the survey continues to cover more sky, both the statistical power and
the fidelity of the measurements will grow, further refining these results as
well as enabling other analyses of the distribution of dark matter in galax-
ies, groups and clusters.
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Appendix A: Alternative definitions of the group centre

We present here themeasurements of the stacked ESD profile and the halo
model constraints we obtain if we use a different definition of the group
centre, compared to the BCG definitions used throughout the paper.

In Figure 2.17 we show the stacked ESD profile for the same 6 lumi-
nosity bins used in Section 2.5 but now using the brightest galaxy left after
iteratively removing themost distant galaxies from the group centre of light
which is labelled as IterCen (left panel) and the group centre of light Cen
(right panel) as the definition for the group centre. When IterCen is used,
the stacked signal is statistically indistinguishable from the case when BCG
is used as the group centre. This is not surprising since the two centre def-
initions differ only for a few percent of the groups.

When Cen is used as the group centre, the shape of the stacked ESD
profile is very different. The turnover of the signal at scales around 100
ℎ−1kpc is a clear indication of mis-centring between the chosen centre of
the halo group and the true minimum of the halo potential well. R11 report
that Cen is not a good proxy for the halo centre, and hence, this result is
not surprising. It is clear in this case that not including the mis-centring
parameters in the model would lead to a very poor description of the data.

We do not show the posterior distributions for the halo model param-
eters corresponding to the case of Cen. The degeneracies between the pa-
rameters are the same as those found when BCG or IterCen are used as

http://www.gama-survey.org/
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Figure 2.17: Stacked ESD measured around the groups’ IterCen (upper panel) and the
groups’ centre of light Cen (lower panel) for 6 group luminosity bins as a function of distance
from the group centre. The group luminosity increases from left to right and from top to
bottom. The stacking of the signal has been performed considering only groups with Nfof > 5.
The error bars on the stacked signal are computed as detailed in section 2.3.4. The grey bands
represent the 68 and 95 percentile of the model around the median and the dark lines indicate
the best fit model.
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proxies for the halo centre. We can derive tight constraints on the proba-
bility of mis-centring poff > 0.67 2-sigma, and we find that on average the
amount of offset of the centre of light with respect to the minimum of the
halo potential well is ℛoff = 1.00+0.37

−0.51. We summarise the results in Table
2.3 and 2.4.

The constraints we derive for the halo masses in the 6 luminosity bins
and the constraints on 𝜎logM̃, 𝑓c,AP are consistent within 1-sigmawith the
constraints derived using the other two definitions of the halo centre.

These results highlight the importance of a proper model of the mis-
centring in the analysis of the lensing signal from groups or clusters of
galaxies. Neglectingmis-centring could lead to biases in the derivedmasses
and in the other model parameters, particularly the halo concentration.
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Abstract:
Galaxies and their darkmatter haloes are part of a complex network ofmass
structures, collectively called the cosmic web. Using the tidal tensor pre-
scription these structures can be classified into four cosmic environments:
voids, sheets, filaments and knots. As the cosmic web may influence the
formation and evolution of dark matter haloes and the galaxies they host,
we aim to study the effect of these cosmic environments on the average
mass of galactic haloes. To this end we measure the galaxy-galaxy lensing
profile of 91,195 galaxies, within 0.039 < 𝑧 < 0.263, from the spectroscopic
Galaxy And Mass Assembly (GAMA) survey, using ∼ 100 deg2 of overlap-
ping data from the Kilo-Degree Survey (KiDS). In each of the four cosmic
environments we model the contributions from group centrals, satellites
and neighbouring groups to the stacked galaxy-galaxy lensing profiles. Af-
ter correcting the lens samples for differences in the stellar mass distribu-
tion, we find no dependence of the average halo mass of central galaxies
on their cosmic environment. We do find a significant increase in the aver-
age contribution of neighbouring groups to the lensing profile in increas-
ingly dense cosmic environments.We show, however, that the observed ef-
fect can be entirely attributed to the galaxy density at much smaller scales
(within 4 ℎ−1Mpc), which is correlated with the density of the cosmic envi-
ronments. Within our current uncertainties we find no direct dependence
of galaxy halo mass on their cosmic environment.
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3.1 Introduction

In the standard𝛬CDM cosmologicalmodel, with dark energy and cold dark
matter, structure formation in our Universe is described as the gravity-
induced growth of small perturbations in the matter density field (Peebles
and Yu 1970). This field is dominated by Dark Matter (DM) which out-
weighs the mass in baryons by a factor ∼ 5 (Planck XIII 2016). As a con-
sequence, the properties of baryonic structures are expected to be domi-
nated by the underlying DM density field. More specifically, when over-
dense regions undergo gravitational collapse, they form bound structures
referred to as DM haloes (Peebles 1974). Galaxies form in those haloes via
the cooling of the gas that falls into the gravitational potential of the DM
halo (White andRees 1978). As a halo grows inmass and size due to smooth
accretion and mergers (White and Frenk 1991), so does the galaxy that in-
habits it (although the detailed properties of galaxies are also affected by
baryon-specific processes, such as star formation and feedback from stars
and active galactic nuclei). Due to increased clustering of high-mass haloes
and the accretion of halo mass through mergers, the DM halo mass is pre-
dicted to depend on the presence of other haloes within a few Mpc range
(Bardeen et al. 1986; Cole and Kaiser 1989). The halo abundance at these
small scales is henceforth called the local density (Budavari et al. 2003).

It is possible that the properties of haloes also depend on the density
field on scales much larger than the extent of the local structure, known as
the large-scale structure (LSS) of the Universe. The universal LSS, as re-
vealed by simulations of large portions of the Universe (e.g. Springel et al.
2005b; Schaye et al. 2015), manifests itself as an intricate arrangement
of matter density distributions: the sheets of DM that separate large un-
derdense voids intersect to form filaments, which again form dense knots
wherever they cross. These structures, collectively called the cosmic web
(Bond et al. 1986), act as a skeleton to large baryonic structures like gas
clouds, galaxies, clusters and superclusters. Through the attraction of baryons
by DM, large galaxy surveys (e.g. Jones et al. 2009; van Waerbeke et al.
2013; Tempel et al. 2014; Garilli et al. 2014) are able to observe the cosmic
DM web reflected in the large-scale distribution of galaxies.

The question arises whether one can establish a correlation between
galaxy halo properties and their location in the cosmic web, independently
of the effects of the local environment in which the halo resides. Using nu-
merical simulations, Hahn et al. (2009) predicted that themass of haloes is
affected by tidal forces when a large-scale structure resides within 4 virial
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radii of the halo. According to their simulations these tidal effects can, es-
pecially in filaments, suppress halo formation and even extract mass from
haloes if they pass the large-scale structure within 1.5 virial radii. On the
other hand, they find an increase in the abundance of small haloes near
massive structureswhich, throughmergers, can likewise affect halomasses.

The effects of tidal forces on halo formation and mass were also stud-
ied by Ludlow and Porciani (2011). Using𝛬CDM cosmological simulations
they found that, while∼ 70 percent of the DMhaloes should collapse at the
location of peaks in the local density field with amass of similar scale, there
should exist a small fraction of haloes that arise fromsmaller density fluctu-
ations. Compared to regular haloes, these ‘peakless haloes’ should be more
strongly affected by tidal forces from neighbouring large-scale structures.
However, like Hahn et al. (2009), Ludlow and Porciani (2011) showed that,
in the local universe, peakless haloes also reside in denser local environ-
ments (up to a few Mpc scales).

Eardley et al. (2015), henceforth called E15, wished to observationally
probe the effect of the cosmic web on the luminosity function of galax-
ies. They therefore classified all galaxies into one of four cosmic environ-
ments: voids, sheets, filaments and knots. Following McNaught-Roberts
et al. (2014) they alsomeasured thenumber density of galaxieswithin 8 ℎ−1Mpc
radii (local density, see Sect. 3.3.2), and found the distribution in local den-
sity of galaxies in each cosmic environment. From these local density distri-
butions they concluded that galaxies in denser cosmic environments (e.g.
knots) tend to have higher local densities as well. The correlation between
large-scale density and the local abundance of haloes complicates observa-
tional tests of the predicted tidal effects on galaxy properties. In order to
separate the effects of local density from those of the cosmic web, E15 used
a ‘shuffling’ method (see Sect. 3.3.3). By creating four new galaxy samples
which retain the local density distribution from the original cosmic envi-
ronments, butwith the galaxies shuffled between the cosmic environments,
they erased the information from the cosmic environment classification
while retaining the information on local density. By comparing the galaxies
in these ‘shuffled environments’ to those in the true cosmic environments,
they were able to eliminate the dependence on the local overdensity of their
measurement of the galaxy luminosity function. In this workwe use the en-
vironment classification from E15, and follow their shuffling method in or-
der to extract the effect on halo mass from the cosmic environment alone,
without effects from the local density. As explained in Sect. 3.3.2 we use
4 ℎ−1Mpc radii to measure the local density, instead of the 8 ℎ−1Mpc used
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in E15. This might complicate the comparison of our results with E15, but
is necessary due to the different nature of the luminosity function and the
halo mass measurement.

The effect of the cosmic web on galaxies was already probed observa-
tionally by several groups using different galaxy properties: Alpaslan et al.
(2015) measured the effect of the cosmic web on 𝑢 − 𝑟 colour, luminosity,
metallicity andmorphology of galaxies; Darvish et al. (2014) measured the
stellarmass, star formation rate (SFR), SFR-mass relation and specific SFR
of galaxies in different cosmic environments; and E15 used their method
to measure the galaxy luminosity function. In these and similar studies the
importance of the DM haloes of galaxies is often stressed, and the possi-
ble effect of the cosmic web on the measured galaxy properties is often ex-
pected to be a secondary consequence of the effect on the DM halo. Our
goal, therefore, is to perform the first direct measurement of the effect of
the cosmic web on galaxy halo mass.

To statisticallymeasure the effect of the cosmic environment on theDM
halo mass of galaxies we use weak gravitational lensing, currently the only
method that provides a direct measure of the mass of a system without any
assumptions on its dynamical state.More specifically, we use galaxy-galaxy
lensing (see e.g. Brainerd et al. 1996; Hoekstra et al. 2004; Mandelbaum
et al. 2006b): the coherent tangential distortion of background galaxy im-
ages due to the gravitational deflection of light by the mass of a sample of
foreground galaxies and their haloes. To select foreground galaxies we use
the spectroscopic Galaxy And Mass Assembly survey (Driver et al. 2011),
whereas the images of the background galaxies are taken from the photo-
metric Kilo-Degree Survey (de Jong et al. 2013). This combination of data
sets was also employed by the galaxy-galaxy lensing studies of Viola et al.
(2015) to measure the masses of galaxy groups, Sifón et al. (2015) to study
group satellites, and van Uitert et al. (2016) to measure the stellar-to-halo
mass relation. To infer themass of the haloes associatedwith the lens galax-
ies, we employ a simple halo model on the measured galaxy-galaxy lensing
signals.

We discuss the lensing methodology and the details of the lens and
source samples in Sect. 3.2. The classification of the cosmic environments
and the methods used to correct for the differences in the local density and
stellar mass distributions of the galaxy samples are discussed in Sect. 3.3.
In Sect. 3.4 we present the analysis of the lensing profiles in the cosmic en-
vironments and the model fitting procedure used to extract the galaxy halo
masses from these density profiles. In Sect. 3.5 we present the resulting
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masses of DM haloes. Section 3.6 contains the discussion and conclusions.
Throughout the paper we adopt the following cosmological parame-

ters: Ωm = 0.315, Ω𝛬 = 0.685, 𝜎8 = 0.829, 𝑛s = 0.9603 and Ωbℎ2 =
0.02205, motivated by Planck XIII (2016). The reduced Hubble constant
ℎ = 𝐻0/(100 km/s/Mpc) is left free or is substituted with 1 where needed.

3.2 Galaxy-galaxy lensing analysis

The light fromdistant galaxies is deflected by density fluctuations along the
line of sight. As a consequence, the images of distant galaxies aremagnified
and distorted (sheared). The technique that measures the weak coherent
distortion of a population of background galaxies by a foreground density
distribution is called weak gravitational lensing (WL), or galaxy-galaxy
lensing (GGL) when it is used to measure the density distribution around
foreground galaxies (lenses) using the shear of many background galax-
ies (sources) (for an overview, see e.g. Bartelmann and Schneider 2001;
Schneider et al. 2006). These small shape distortions (∼ 1% of the intrin-
sic galaxy ellipticity) can only be measured statistically by azimuthally av-
eraging the shear of a field of sources around individual lenses, and stack-
ing these lens signals for large samples of foreground galaxies, selected ac-
cording to their observable properties. The measured quantity is the shear
component tangential to the line connecting the lens and source galaxy.
Combining this quantity for all lens-source pairs of a lens sample results
in the average tangential shear ⟨𝛾t⟩(𝑅), which can be related to the Excess
Surface Density (ESD) profile ΔΣ(𝑅). This is defined as the surface mass
density Σ(𝑅) at the projected radial distance 𝑅 from the lens centre, sub-
tracted from the average density Σ̄(< 𝑅) within that radius:

⟨𝛾t⟩(𝑅)Σcrit = ΔΣ(𝑅) = Σ̄(< 𝑅) − Σ(𝑅) . (3.1)

Here Σcrit is the critical density surface mass density:

Σcrit = 𝑐2

4𝜋𝐺
𝐷(𝑧s)

𝐷(𝑧l) 𝐷(𝑧l, 𝑧s) , (3.2)

which is the inverse of the lensing efficiency: a geometrical factor that de-
termines the strength of the lensing effect, depending on the angular di-
ameter distance from the observer to the lens 𝐷(𝑧l), to the source 𝐷(𝑧s),
and between the lens and the source 𝐷(𝑧l, 𝑧s). In this equation 𝑐 denotes
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the speed of light and𝐺 the gravitational constant. Our ESDmeasurement
procedure follows Sect. 3.3 of Viola et al. (2015)1

3.2.1 GAMA lens galaxies

The positions of the foreground lenses used for our GGL study are selected
from the Sloan Digital Sky Survey (Abazajian et al. 2009, SDSS), and have
redshifts measured by the Galaxy And Mass Assembly (hereafter GAMA,
Driver et al. 2011) survey, a spectroscopic survey on the Anglo-Australian
Telescope with the AAOmega spectrograph. We use the GAMA galaxy cat-
alogue resulting from the three equatorial regions (G09, G12 and G15) of
the final GAMA data release (GAMA II, Liske et al. 2015). These equatorial
regions span a total of ∼ 180 deg2 and are 98% complete down to a Pet-
rosian 𝑟-band magnitude of 𝑚r = 19.8. This catalogue contains 180, 960
galaxies, of which we use the sample of ∼ 113, 000 galaxies within the red-
shift range 0.039 < 𝑧l < 0.263 (see Sect. 3.3.2) with a high-quality redshift
measurement (𝑛𝑄 ≥ 3) as lenses. Since ∼ 55% of the GAMA area is cov-
ered by the Kilo-Degree Survey data that we use for this analysis,∼ 80% of
these galaxies have at least some overlap with the available area (see Sect.
3.2.2), and therefore contribute (in varying degrees) to the lensing signal.
This amounts to a total of 91195 galaxies contributing to the lensing signal.

In Sect. 3.3.1 of this paper we make use of the stellar masses of the
GAMAgalaxies,which aremeasuredbyTaylor et al. (2011b) by fittingBruzual
and Charlot (2003) stellar population synthesis models to the ugriz obser-
vations of the SDSS. The stellarmasses are corrected for flux falling outside
the automatically selected aperture using the ‘flux-scale’ parameter (fol-
lowing the procedure discussed in Taylor et al. 2011b). Galaxies without
a well-defined stellar mass or fluxscale correction are removed from our
sample.

In Sect. 3.4.2 we use the classification of GAMA galaxies into galaxy
groups, in order to accurately model the contribution of different galaxies

1One difference between our procedures is the method that decides which 1 deg2 KiDS
tiles contribute to the ESD profile of every GAMA foreground galaxy. In Viola et al. (2015)
the sources within a KiDS tile contributed to the ESD profile of a lens if the projected dis-
tance 𝑅lt between the lens and the centre of the tile was smaller then the maximal separa-
tion 𝑅max to which the ESD profile was measured: 𝑅lt < 𝑅max. This method was slightly
suboptimal, since not all sources contributed to the lensing signal at larger scales. In this
paper themethod is optimized to encompass the contribution of all KiDS sources to theESD
profile of each lens.We first calculate the projected radius𝑅t of the great circle around each
1 deg2 KiDS tile. The sources within a KiDS tile contribute to the ESD profile of a lens if
the radius 𝑅t of the circle is smaller then 𝑅max: 𝑅t < 𝑅max.
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to the GGL signal. We use the classification of galaxies into groups as listed
in the 7th GAMA Galaxy Group Catalogue by Robotham et al. (2011). The
galaxies in the GAMA II catalogue are classified as either the central or a
satellite of their group, using the Friends-of-Friends (FoF) group finding
algorithm described in Robotham et al. (2011). The FoF algorithm groups
galaxies depending on the distances to each other in both projected and
line-of-sight space. The projected and line-of-sight linking lengths are cal-
ibrated against mock catalogues. These mocks are also used to test that
global properties of groups, such as their total number, are well recovered
by the algorithm. The FoF method also finds galaxies that do not belong to
any group (non-group galaxies). Note that some non-group galaxies might
actually be centrals of groups with satellites that fall below the visible mag-
nitude limit. Conversely, non-group galaxies can erroneously be classified
as group members due to projection effects. However, this misidentifica-
tion is primarily expected to happen at high redshifts, whereas our sample
only contains galaxies up to redshift 𝑧l = 0.263. Also note that some galax-
ies classified as satellites might actually be centrals, and some satellites
might be erroneously identified as non-group galaxies. This misidentifica-
tion is most common for the smallest groups (with less than 5 members).
Since we primarily use the group classification to account for the contribu-
tion of nearby galaxies to the GGL signal, it is of little consequence whether
these galaxies are classified as satellites or neighbouring group centrals
since both are accounted for in the model. Furthermore, the GGL analy-
sis of van Uitert et al. (2016) to determine the fraction of satellites in the
central galaxy sample, shows that the satellite fraction of GAMA is accurate
for galaxies with a stellar mass up to ∼ 1011M⊙. For these reasons, it safe
to use galaxies with a small number ofmembers in our analysis. The defini-
tion of the central galaxy used in this paper is the Brightest Central Galaxy
(BCG). InViola et al. (2015) theBCG is shown to be themost accurate tracer
of the centre of a group halo (together with the iteratively selected central
galaxy).

3.2.2 KiDS source galaxies

Thebackground sources used tomeasure theGGLprofiles around the lenses
are observed with the Kilo-Degree Survey (hereafter KiDS, de Jong et al.
2013), a ugri photometric survey on the VLT Survey Telescope (Capacci-
oli and Schipani 2011) using the OmegaCAM wide-field imager (Kuijken
2011). We use the 109 deg2 area of the publicly available KiDS-DR1/2 data
release (de Jong et al. 2015;Kuijken et al. 2015) that overlapswith the equa-



3.2 Galaxy-galaxy lensing analysis 85

torial GAMA areas. With the masks of bright stars and image defects ap-
plied, this amounts to a total of 68.5 deg2 of KiDS area that overlaps with
the GAMA survey.

For themeasurements of the source ellipticities we use the 𝑟-band data,
which have a median seeing of 0.7arcsec, a mean point spread function
(PSF) ellipticity of 0.055 and a rest-frame limiting magnitude of 24.9. The
𝑟-band images are first reduced with the Tʊʇʎʋ pipeline (Erben et al. 2013).
The sources are then detected from the stacked images by SEʚʖʔʃʅʖʑʔ
(Bertin and Arnouts 1996). For each detected source, the Bayesian lensfit
method (Miller et al. 2013b) measures the ellipticities 𝜖1 and 𝜖2 with re-
spect to the equatorial coordinate frame, together with a weight𝑤s which is
related to the uncertainty on the ellipticitymeasurements. The correspond-
ing effective number density of sources is𝑛eff ≈ 𝜎2

SN
𝐴 ∑𝑠 𝑤𝑠 = 4.48gal/arcmin2,

where 𝐴 is the area and 𝜎SN = 0.255 the intrinsic ellipticity dispersion
(shape noise) (Kuijken et al. 2015).

The photometric redshifts of the sources are derived from all bands,
which are first processed and calibrated using the Astro-WISE optical im-
age pipeline (McFarland et al. 2013). TheGaussianAperture andPSF (GAaP,
Kuijken2008)methodmeasures thematched aperture colours of the sources,
corrected for differences in seeing. These are in turn used to determine the
photometric redshifts through the Bayesian Photometric Redshift pipeline
(BPZ, Benítez 2000 following Hildebrandt et al. 2012). The source redshift
probability distribution 𝑝(𝑧) is sampled using 70 linearly spaced source
redshift bins between 0 < 𝑧s < 3.5. The resulting weighted median red-
shift of all sources is 0.53.

We use the full photometric redshift probability distribution 𝑝(𝑧s) re-
turned by the BPZ to calculate the critical surface density for each lens-
source pair:

Σ−1
crit = 4𝜋𝐺

𝑐2 𝐷(𝑧l) ∫
∞

𝑧l

𝐷(𝑧l, 𝑧s)
𝐷(𝑧s) 𝑝(𝑧s) d𝑧s , (3.3)

where the integral is over the part of the 𝑝(𝑧s) where the source redshift
bins 𝑧s are greater than the redshift 𝑧l of the lens. Only sources with a 𝑝(𝑧)
peak within 0.005 ≤ 𝑧B < 1.2, where the summed 𝑝(𝑧) posteriors agree
well with the spectroscopic redshift distribution (Kuijken et al. 2015), are
used for the analysis.

We assign a weight 𝑊ls to each lens-source pair, that incorporates the
ellipticity measurement weight𝑤s (from lensfit) which down-weights lens-
source pairs that have less reliable shape measurements, as well as the



86 Galaxy halo mass in the cosmic web environment

lensing efficiencyΣ−1
crit which down-weights lens-source pairs that are very

close or distant in redshift, and are therefore less sensitive to lensing. The
total weight is defined as:

𝑊ls = 𝑤sΣ−2
crit . (3.4)

We apply an average multiplicative calibration 1 + 𝐾(𝑅) to the stacked
ESD profile, in order to account for the noise bias in the shape measure-
ment (Melchior and Viola 2012; Heymans et al. 2012). The bias contribu-
tion𝑚s of each source is estimated from a lensfit analysis of simulated im-
ages (Miller et al. 2013b). For every radial bin 𝑅 we determine the average
correction:

𝐾(𝑅) = ∑𝑙𝑠 𝑊𝑙𝑠𝑚𝑠
∑𝑙𝑠 𝑊𝑙𝑠

, (3.5)

which has a value of 𝐾(𝑅) ∼ 0.1 for all considered values of 𝑅. In addition
to an average multiplicative calibration, we apply an additive calibration
term 𝑐s to each separate ellipticity value. See Kuijken et al. (2015) for more
information on these calibrations.

The ESD profile ΔΣ(𝑅) from Eq. (3.1) can be measured by computing
the tangential ellipticity 𝜖t:

𝜖t = −𝜖1 cos(2𝜙) − 𝜖2 sin(2𝜙) , (3.6)

where 𝜙 is the angle between the source and the lens centre. The tangen-
tial ellipticity is measured for every lens-source pair in a range of circular
bins at radius 𝑅 with width 𝛿𝑅, and the resulting signal is divided by the
multiplicative calibration term to arrive at the ESD profile:

ΔΣ(𝑅) = 1
1 + 𝐾(𝑅)

∑𝑙𝑠 𝑊𝑙𝑠𝜖tΣcrit
∑𝑙𝑠 𝑊𝑙𝑠

. (3.7)

The uncertainty on themeasuredESDprofile corresponds to the square
root of the diagonal of its analytical covariance matrix. As detailed in Sect.
3.4 of Viola et al. (2015), we compute the analytical covariance of the con-
tributions to the ESD signal from each separate source that contributes
to the stacked ESD profile of the lens sample. This covariance is not only
computed between each radial bin, but also between the different stacked
lens samples. These off-diagonal covariance elements are used within the
model fitting procedure (see Sect. 3.4.2). Section 3.4 of Viola et al. (2015)
shows that the error bars from the analytical covariance are in agreement
with the bootstrap error bars from∼ 100 KiDS tiles, up to projected radius
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𝑅 = 2 ℎ−1Mpc. The lensing signal around random points is not consistent
with zero beyond this projected radius, due to the patchiness of the survey
area. Below 20 ℎ−1kpc the decreasing number of sources and increasing
contamination from foreground galaxy light also result in unreliable mea-
surements. We therefore compute the ESD profile for 10 logarithmically
spaced radial bins within 0.2 < 𝑅 < 2 ℎ−1Mpc.

3.3 Environment classification

3.3.1 Cosmic environments

The goal of this work is to study the mass of galaxy haloes as a function of
their location in the cosmic web, henceforth called their cosmic environ-
ment. In E15 the entire volume of the GAMA survey is classified into four
different cosmic environments: voids, sheets, filaments and knots. These
environments are identified following the tidal tensor prescription of Hahn
et al. (2007), which classifies each Cartesian 𝑅c = 3 ℎ−1Mpc volume el-
ement (cell) in the GAMA survey into one of these four cosmic environ-
ments, based on the number of gravitationally collapsing dimensions of
that cell. A volume element can be collapsing in 0, 1, 2 or 3 dimensions,
and is respectively classified as belonging to a void, sheet, filament or knot.

To determine the number of collapsing dimensions of each cell, E15 use
the number density of galaxies in the 𝑅c = 3 ℎ−1Mpc Cartesian grid. This
discrete density field is smoothed by applying a Gaussian filter with a width
𝜎s, resulting in the total effective smoothing scale 𝜎2 = 𝑅2

c/6 + 𝜎2
s . From

this smoothed density field E15 derive the gravitational potential, which is
used to calculate the tidal tensor of each cell. Since the tidal tensor is a crite-
rion for a cell’s gravitational stability, a dimension of a cubic cell is consid-
ered to be collapsing if the corresponding real eigenvalue of the tidal ten-
sor lies below a threshold value 𝜆th. Depending on its number of collapsing
dimensions, each cell is allocated a cosmic environment. Correspondingly
E15 assign each galaxy in the GAMA catalogue to the environment of the
cell it inhabits, allowing us to study these galaxies and their DM haloes as
a function of their cosmic environment.

The values of the effective smoothing scale𝜎s and the eigenvalue thresh-
old 𝜆th can be chosen freely in this method, and together determine the
number of galaxies that are assigned to each cosmic environment. In or-
der to divide the number of GAMA galaxies as equally as possible among
the four cosmic environments, E15 chose 𝜆th = 0.4 and 𝜎s such that 𝜎 =
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Table 3.1: The number, mean redshift, mean stellar mass and satellite fraction of the galaxies
in each cosmic environment. Note that only ∼ 80% of these galaxies overlap with the KiDS
area, and therefore contribute to the GGL signal. The values of ⟨𝑀∗⟩ are displayed in units
of [1010M⊙].

𝑁 ⟨𝑧⟩ ⟨𝑀∗⟩ 𝑓sat
Void 19742 0.161 2.767 0.146
Sheet 37932 0.169 3.465 0.243
Filament 41753 0.165 3.945 0.363
Knot 13457 0.157 4.354 0.502
Shuffled void 19742 0.160 2.590 0.174
Shuffled sheet 37932 0.165 3.393 0.250
Shuffled filament 41753 0.167 4.048 0.350
Shuffled knot 13457 0.165 4.499 0.484

4 ℎ−1Mpc, because these values minimized the root-mean-square disper-
sion between the fraction of galaxies assigned to each of the cosmic envi-
ronments. This equal division of galaxies was necessary to ensure a suffi-
ciently high Signal-to-Noise (SN) ratio of measurements in each of the four
environments. Although we recognize they are not physically motivated,
we adopt the same values of 𝜆th and 𝜎 as E15 for comparison purposes.
Furthermore, our analysis likewise benefits from sufficient signal in each
cosmic environment, although in our case this does not only depend on the
number of lenses but also on the mass of the galaxy haloes. The total num-
ber of galaxies in each cosmic environment can be found in Table 3.1. The
left panel of Fig. 3.1 gives a visual impression of the spatial distribution of
galaxies in the different cosmic environments.

Stellar mass weights

For each of the four cosmic environments, the normalized stellarmass (𝑀∗)
distribution of galaxies is slightly different. As shown in Fig. 3.2, galaxies
in denser environments tend to have higher stellar masses, and voids tend
to have lower-mass galaxies (log10( 𝑀∗

M⊙
) < 9.5) compared to the other cos-

mic environments. Because there exists a correlation between𝑀∗ and halo
mass (e.g. Mandelbaum et al. 2006b; Moster et al. 2010; van Uitert et al.
2016), this difference should be corrected for in order to find the unbiased
dependence of halo mass on cosmic environment. To this end we assign a
stellar mass weight 𝑤∗ to each lens, which is used to weigh the contribu-
tion of that lens to the stacked GGL profile. For 100 linearly spaced bins in
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log10(𝑀∗), we count the number of lenses 𝑁(𝑀∗, 𝐸) in each cosmic envi-
ronment𝐸. This is compared to the average number of galaxies ⟨𝑁⟩(𝑀∗) in
all environments that reside in the corresponding 𝑀∗ bin, in order to find
the stellar mass weight:

𝑤∗(𝑀∗, 𝐸) = ⟨𝑁⟩(𝑀∗)
𝑁(𝑀∗, 𝐸) , (3.8)

which is assigned to all galaxies in that𝑀∗ bin and environment. The stellar
mass weight 𝑤∗ is applied to each galaxy’s contribution to the ESD profile
through Eq. (3.7), such that it becomes:

ΔΣ∗(𝑅) = 1
1 + 𝐾∗(𝑅)

∑𝑙 𝑤∗ ∑𝑠 𝑊𝑙𝑠𝜖tΣcrit
∑𝑙 𝑤∗ ∑𝑠 𝑊𝑙𝑠

. (3.9)

where the averagemultiplicative bias correction fromEq. (3.5) has become:

𝐾∗(𝑅) = ∑𝑙 𝑤∗ ∑𝑠 𝑊𝑙𝑠𝑚𝑠
∑𝑙 𝑤∗ ∑𝑠 𝑊𝑙𝑠

. (3.10)

Likewise the lens weight is incorporated into the uncertainty through the
calculation of the analytical covariancematrix (see Sect. 3.2.2). In this way,
we give higherweights to galaxieswith a stellarmass that is under-represented
in a specific environment compared to the average of the four environ-
ments.However, because the𝑀∗-distributions are similar in our case, there
is only a small difference between the stacked ESD profiles with or with-
out the stellar mass weights, and we can use this correction as a reasonable
approximation.

3.3.2 Local density

A complicating factor in studying the dependence of halo mass on cosmic
environment, is that denser cosmic environments also have a higher av-
erage density at smaller (a few Mpc) scales: the local density. In order to
determine the effects of the cosmic environment independent of local in-
fluences, we need to define and measure the local densities of galaxies and
correct for them. We measure the local density 𝜌r following McNaught-
Roberts et al. (2014), who define this quantity from the number of tracer
galaxies 𝑁 inside a sphere of co-moving radius 𝑟 around a galaxy. Follow-
ing Croton et al. (2005) the tracers used for measuring 𝑁 belong to a ‘vol-
ume limited Density Defining Population’ (DDP): the sample of galaxies
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Figure 3.2: The normalized number of galaxies in each cosmic environment as a function
of stellar mass 𝑀∗. Each vertical dashed lines shows the mean of the 𝑀∗ distribution. The
distributions show that galaxies in denser cosmic environments tend to have slightly higher
stellar masses.

that is visible over the entire range in redshift 𝑧l, given a certain cut in 𝑟-
band absolutemagnitude𝑀h

r = 𝑀r −5 log10(ℎ) (with the k-correction and
luminosity evolution correction applied). McNaught-Roberts et al. (2014)
apply a narrow cut in absolute magnitude: −21.8 < 𝑀h

r < −20.1, in order
to preserve a relatively wide redshift range: 0.039 < 𝑧l < 0.263. Following
this𝑀h

r and 𝑧l cut, we obtain a DDP containing 44317 GAMA galaxies. We
count the number of tracers 𝑁DDP in a sphere around GAMA galaxies to
determine their local density:

𝜌r = 𝑁DDP
4
3𝜋𝑟3

1
𝐶v𝐶z

, (3.11)

where𝐶v is the volume correction accounting for the fraction of the sphere
lying outside the boundaries of the survey or redshift cut, and 𝐶z accounts
for the redshift completeness of the volume (measured using the GAMA
masks).

In order to determine the local overdensity 𝛿r within co-moving radius
𝑟 around a galaxy, we compare 𝜌r to the mean DDP number density ̄𝜌 over



92 Galaxy halo mass in the cosmic web environment

the full GAMA volume:

𝛿r = 𝜌r − ̄𝜌
̄𝜌 . (3.12)

When corrected for redshift completeness using the GAMA masks, the to-
tal volume (within the designated redshift range) of the three equatorial
GAMA fields is𝑉GAMA = 7×106( ℎ−1Mpc)3, resulting in an effectivemean
DDP galaxy density of ̄𝜌 = 6 × 10−3( ℎ−1Mpc)−3.

Using the DDP we measure the value of 𝛿4, the overdensity within 𝑟 =
4 ℎ−1Mpc, for all GAMA galaxies within the redshift range of the DDP (in-
cluding those outside the absolute magnitude range), amounting to a sam-
ple of ∼ 113, 000 lenses. We choose spheres with 𝑟 = 4 ℎ−1Mpc to probe
local overdensities at the scale of the correlation length of the LSS (Bu-
davari et al. 2003), which is also the smallest possible scale that still avoids
major problems related to scarce tracer galaxies and redshift space distor-
tion on small scales (Croton et al. 2005). For each cosmic environment
we find a different distribution in 𝛿4, as shown in Fig. 3.3. Not surpris-
ingly denser environments (e.g. knots) contain more galaxies with high lo-
cal overdensity, while sparser environments (e.g. voids) have lower over-
densities. Note, however, that there exists a significant overlap between the
different overdensity distributions. This overlap allows us to separate the
effect of the cosmic environment on the ESD profile from the effect of lo-
cal overdensity, enabling us to study the direct dependence of the cosmic
environment on halo mass. By shuffling galaxies between the cosmic en-
vironments while keeping the local overdensity distribution the same, we
create so-called shuffled environments.

3.3.3 Shuffled environments

To account for the different local density distributions in each cosmic en-
vironment, we follow E15 in creating a set of four shuffled environments:
galaxy samples that retain the local overdensity distribution of the true cos-
mic environments, but contain galaxies that are randomly selected from
all cosmic environments, effectively erasing the information from the en-
vironment classification. By comparing the galaxies in each shuffled envi-
ronment to those from the corresponding true environment, we are able to
eliminate any dependence on the local overdensity, and extract the effects
of the cosmic environment alone.

In practice, all galaxies are divided into 100 𝛿4 bins. For each true cos-
mic environment we create a shuffled environment, by assigning the same
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Figure 3.3: The number of galaxies in each environment as a function of local overdensity
𝛿4 (overdensity within a 4 ℎ−1Mpc radius). Each vertical dashed line shows the mean of the
𝛿4 distribution. As expected galaxies in denser cosmic environments tend to have higher local
overdensities, although there remains significant overlap between the distributions.

number of galaxies in each 𝛿4 bin to the corresponding shuffled environ-
ment. These galaxies, however, are randomly selected from the full sample,
and could therefore be residing in any cosmic environment. Randomly se-
lected galaxies from a high 𝛿4 bin will be more likely to reside in knots than
in voids (due to the correlation between local density and cosmic environ-
ment), but every shuffled environment contains a distribution of galaxies
from different true environments due to the overlapping 𝛿4 distributions
(see Fig. 3.3). The proportion of galaxies from true cosmic environments
residing in each shuffled environment can be seen in Fig. 3.4, which shows
that up to half of the galaxies in each shuffled environment originate from
the same true cosmic environment. In the right panel of Fig. 3.1we show the
spatial distribution of galaxies in different shuffled environments, which is
likewise correlated with the distribution of galaxies in true cosmic environ-
ments shown in the left panel. Although the correlation between the true
and shuffled environments complicates the detection of a direct effect from
cosmic environments, the relationship between cosmic environment and
local density cannot be circumvented in another way without significantly
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Figure 3.4: The proportion of galaxies from each true cosmic environment that is present
in each shuffled environment. As expected a large fraction of galaxies in each shuffled envi-
ronment originates from the same true environment, although that fraction is < 0.5 for all
shuffled environments.

reducing the lens sample. Furthermore, selecting a very different galaxy
sample or shuffling method complicates the comparison with the results
from E15. We can slightly reduce the proportion of knot galaxies in knots
by removing all galaxies with 𝛿4 > 15 from our sample, but this small effect
does not significantly affect our results.

3.4 Analysis of the lensing profiles

3.4.1 Contributions of group samples

To obtain the ESD profile of galaxies in each cosmic environment, we stack
the lensing signals of these galaxies as detailed in Sect. 3.2. The interpre-
tation of this stacked ESD profile is complicated by the fact that galaxies,
apart from residing in a cosmic environment, may also belong to a galaxy
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group. We use the 7th GAMA Galaxy Group Catalogue (G3Cv7, Robotham
et al. 2011) to identify the group classification of the lenses that contribute
to the stacked ESD profile of each cosmic environment. In Fig. 3.5 we show
the contribution of different galaxy selections to the total ESD profile of
galaxies in the knot environment,wherewe find the contribution fromsatel-
lites and neighbouring galaxies to be the largest. We show the signal for
central galaxies only, and add the contribution from non-group galaxies,
satellite galaxies, or both (all galaxies). The correction for the difference
in the stellar mass distribution of the cosmic environments has been ap-
plied during the stacking procedure (see Sect. 3.3.1). The GGL profile in
knots shows that, after the first radial bin, the ESD is consistent for all lens
samples at scales 𝑅 < 200 ℎ−1kpc, where the haloes of the stacked galax-
ies themselves dominate (as opposed to haloes of neighbouring galaxies).
Within the first bin we see a hint of the expected difference between cen-
tral, non-group and satellite galaxy masses (in order of expected mass),
although the differences stay within 1𝜎. However, at 𝑅 > 200 ℎ−1kpc the
GGL signal changes significantly with the addition of satellite galaxies to
the stack. Where the ESD profiles of lens samples without satellites drop
sharply, the profiles of samples with satellites does not, due to the off-set
contribution of the satellites’ host haloes (also seen in Sifón et al. 2015).
These changes in the ESD profile imply that, as the contributions from dif-
ferent group members are added to the stacked signal, we need to model
these different components to account for the total lensing signal. This
complicates the interpretation of differences between the ESD profiles in
the cosmic environments, including halo mass estimates.

Although the sample containing only group centrals is the simplest to
model, the low SN ratio of the lensing signal might prohibit the analysis if
the SN ratio is too low to even find the expected difference between the four
cosmic environments (as measured in e.g. E15), let alone a difference be-
tween true and shuffled environments. In order to find whether this is the
case, we apply a 𝜒2 independence test to the ESD profiles ΔΣ in different
environments E1 and E2:

𝜒2 = ∑
𝑅

(ΔΣE1
𝑅 − ΔΣE2

𝑅 )2

(𝜎E1
𝑅 )2 + (𝜎E2

𝑅 )2 , (3.13)

where the index𝑅 sums over the radial bins, and 𝜎 is the uncertainty onΔΣ
calculated from the analytical covariance matrix. We calculate the proba-
bility 𝑃(𝜒2) to draw the ΔΣ values in question from the same normal dis-
tribution, by evaluating the cumulative normal distribution function with
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10 − 1 = 9 degrees of freedom (based on the 10 radial bins) at 𝜒2. We con-
sider the difference between the ESD profiles in two cosmic environments
to be significant if𝑃(𝜒2) < 0.05. Figure 3.6 shows a diagram of the result of
the 𝜒2 independence test for two samples: ‘all galaxies’ (top) and only ‘cen-
trals’ (bottom). For the sample of centrals there is nomeasurable difference
between the ESD profiles from any of the environments. For the sample of
all galaxies there is also no significant difference between voids and sheets,
or between filaments and knots; two combinations that can be considered
to be ‘adjacent’ in density space. However, there is a measurable difference
between sheets and filaments which are likewise adjacent. In fact, every
comparison that ‘crosses’ the dotted vertical line between sheets and fila-
ments results in a measurable difference.

In conclusion, this test shows that the difference between the four envi-
ronments cannot be detected when the stacked ESD profiles contain only
the contributions from central galaxies. As a result, we need to add and
model the contribution from multiple group members: centrals, satellites
andnon-group galaxies, in order tomeasure the average halomass of galax-
ies in different cosmic environments.

In this test we can include all or a subset of our 10 radial bins between
20 ℎ−1kpc < 𝑅 < 2000 ℎ−1kpc. We therefore repeat this analysis to test
whether the difference between the ESD profiles in the cosmic environ-
ments is more significant at small scales (by summing over the five inner-
most radial bins) or large scales (by summing over the five outermost radial
bins). Through this test we found that, when all galaxies contribute to the
signal, the difference between the ESD profiles in the four cosmic environ-
ments is primarily driven by the large scales, indicating that satellites and
neighbouring haloes have a major effect on the ESD profiles.

3.4.2 Surface density model

In order to extract the average halo masses from the ESD profiles, we con-
struct a mathematical description of the main contributions to the ESD
profile in terms of the stellar andDM components of different galaxy group
members, based on the classification by Robotham et al. (2011) of GAMA
galaxies into central, satellite and non-group galaxies. Although they have
no (visible) satellites we treat non-group galaxies as centrals of groups,
which means the two main components of the model correspond to the
mass contribution from ‘centrals’ (real centrals and non-group galaxies)
and satellites, both residing in the main host halo (which corresponds to
the halo of the ‘central’). Following the prescription of Wright and Brain-
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Figure 3.5: The ESD profiles (with 1𝜎 error bars) of GAMA galaxies in the knot environment,
stacked according to their group membership and weighted to correct for differences in the
stellar mass distribution. The different ESD profiles correspond to four group samples: centrals
only (Cen), centrals and non-group (Cen+Ng), centrals and satellites (Cen+Sat), and all
galaxies (All: centrals, satellites and non-group). The dotted lines are used to guide the eye
between data points of the same group sample.

erd (2000), we model the DM contribution of both centrals and satellites
by an NFW profile (Navarro et al. 1995):

𝜌NFW(𝑟) = 𝛿c𝜌m(⟨𝑧⟩)
(𝑟/𝑟s)(1 + 𝑟/𝑟s)2 , (3.14)

where 𝑟s is the scale radius and 𝜌m(⟨𝑧⟩) is themean density of theUniverse,
which depends on the mean redshift ⟨𝑧⟩ of the lens sample as:

𝜌m = 3𝐻2
0 (1 + ⟨𝑧⟩)3Ωm/(8𝜋𝐺) . (3.15)

The dimensionless amplitude is related to the concentration 𝑐 = 𝑟200/𝑟s
via:

𝛿c = 200
3

𝑐3

ln(1 + 𝑐) − 𝑐/(1 + 𝑐) . (3.16)
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Void            Sheet           Filament           Knot

    0.45                        2.4·10-4                      0.13

P(χ2) =             1.4·10-5                   1.7·10-4

3.1·10-6 All galaxies 

Centrals

    0.35                       0.12                        0.28

 0.19                         0.46

0.24

Figure 3.6: The resulting 𝑃(𝜒2) values of the 𝜒2 independence test between the ESD
profiles ∆Σ(𝑅) from different cosmic environments, shown for two galaxy samples: all galaxies
(top) and centrals only (bottom). When the probability 𝑃(𝜒2) to draw the ∆Σ(𝑅) values
in question from the same normal distribution is less than 0.05, the line between those
environments is coloured blue (independent), otherwise red (dependent). The dotted vertical
line emphasises the fact that the difference between two environments is significant when
it crosses the border between sheet and filament. This figure shows that the stacked ESD
profiles of only centrals do not show any significant difference between cosmic environments,
whereas the stacked profiles of all galaxies do.

We include two free parameters in themodel: the concentration normaliza-
tion 𝑓c, which is the normalization of theDuffy et al. (2008)mass-concentration
relation2

𝑐(𝑀200, 𝑧) = 10.14𝑓c ( 𝑀200
2 × 1012M⊙

)
−0.089

(1 + 𝑧)−1.01 , (3.17)

2We realize that this mass-concentration relation is slightly dated compared to that of
e.g. Dutton and Macciò (2014), which is based on the Planck XVI (2014) cosmology. How-
ever, we follow the earlier KiDS-GAMA lensing papers (Viola et al. 2015; Sifón et al. 2015;
van Uitert et al. 2016), to which our results could then be compared. Furthermore, because
of the weak relation of 𝑐(𝑀200, 𝑧) on 𝑀200, and the relatively small 𝑧-range of the GAMA
galaxies, the final expression for the concentration will be dominated by the normalization
parameter 𝑓c, and not by the chosen mass-concentration relation.
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and the halomass𝑀200, which is defined as the virialmasswithin 𝑟200 (the
radius that encloses a density 𝜌(< 𝑟200) = 200𝜌m(𝑧)). The virialmass of the
halo thus defined is a free parameter for both centrals (𝑀cen) and satellite
galaxies (𝑀sat). In this way,𝑀cen and𝑀sat parametrize the average mass
per central/satellite galaxy respectively. The concentration normalization
𝑓c is only a free parameter for centrals. Since the satellite contribution to
theESDprofile is too small to constrain both𝑀sat and 𝑓sat

c , we fix the latter
to 1. Apart from the physical concentration of the halo, 𝑓c is affected bymis-
centering: the off-set between the (assumed) central galaxy and the actual
centre of the DM halo. Because 𝑓c mitigates the impact of mis-centering,
themeasured halomass is not biased by this effect (as shown by Viola et al.
2015). In addition to the DM halo, we add the contribution of the stellar
component, which is modelled as a point mass with 𝑀 = ⟨𝑀∗⟩, the mean
stellar mass of the galaxy sample. This component is added to the contri-
bution of both centrals and satellites.

In the case of the satellite contribution to the ESD profile, the DM halo
of the host group is modelled by an offset NFW profile. Each stacked satel-
lite adds a host contribution at its respective projected distance𝑅sat to the
group central, such that the total host contribution is integrated over the
number distribution 𝑛(𝑅sat) (see Sifón et al. 2015 for a more detailed de-
scription). The two ESD components related to satellite galaxies are multi-
plied by the satellite fraction 𝑓sat: the fraction of satellites with respect to
the total number of galaxies (including satellites, centrals and non-group
galaxies). The ESD component due to centrals (real centrals and non-group
galaxies) is in turnmultiplied by the central fraction (= 1−𝑓sat). The values
of the satellite fraction for the (shuffled) cosmic environments are shown in
Table 3.1. As expected, the fraction of satellites increases with the density
of the cosmic environment.

At scales above 200 ℎ−1kpc the neighbouring host haloes add signifi-
cant contribution to the ESD signal, known as the 2-halo term. This term
is modelled by the two-point matter correlation function 𝜉(𝑧, 𝑟) (van den
Bosch 2002), which is multiplied by the empirical bias function 𝑏(𝑀) (Tin-
ker et al. 2010). As the halo mass𝑀 we use the average mass of the central
haloes 𝑀cen. Because we expect that the 2-halo term varies significantly
depending on the average density of each cosmic environment, and the cor-
relation functionwasmeasured by averaging over all space, wemultiply the
𝜉(𝑧, 𝑟) term by a free parameter: the 2-halo amplitude𝐴2h. The final 2-halo
contribution becomes:

ΔΣ2h
cen(𝑅) = 𝐴2ℎ 𝑏(𝑀cen) ΔΣ(𝜉(𝑅)) , (3.18)



100 Galaxy halo mass in the cosmic web environment

which allows for the flexibility to cover ESD profiles in environments of
various densities.

In total, the full model contains four ESD components contributing to
the total ESD profile: the central and satellite components (ΔΣ1h

cen and
ΔΣ1h

sat, modelled by an NFW profile and stellar point mass), the host term
corresponding to the satellites (ΔΣ1h

host, modelled by an off-set NFW) and
the 2-halo term (ΔΣ2h

cen, modelled by a scaledmatter correlation function):

ΔΣ(𝑅) = (1 − 𝑓sat) × ΔΣ1h
cen(𝑅|𝑀cen, 𝑓cen

c ) +
𝑓sat × (ΔΣ1h

sat(𝑅|𝑀sat) + ΔΣ1h
host(𝑅|𝑀cen)) +

ΔΣ2h
cen(𝑅|𝐴2h, 𝑀cen) . (3.19)

Together, these four components contain four free parameters: the aver-
age halo mass of centrals (𝑀cen) and satellites (𝑀sat), the concentration
parameter of centrals (𝑓cen

c ), and the 2-halo amplitude (𝐴2h), as shown in-
side the brackets of Eq. (3.19) (where, for brevity, fixed parameters are not
shown). Each of these parameters is free for all four cosmic environments,
such that our model contains a total of 16 free parameters. The priors of all
free parameters are shown in Table 3.2, while all fixed values used in the
fit can be found in Table 3.1.

This model is fitted to the ESD profiles of the four cosmic environ-
ments using the ʇʏʅʇʇ sampler (Foreman-Mackey et al. 2013), which in-
gests our model into a Markov Chain Monte Carlo (MCMC). During the
fitting procedure, a number of walkers𝑁walkers is moving through the pa-
rameter space for a designated number of steps𝑁steps, where the direction
of each next step is based on the affine invariance method (Goodman and
Weare 2010). Using the Gelman-Rubin convergence diagnostic (Gelman
and Rubin 1992), we find that we need 𝑁walkers = 100 and 𝑁steps = 5000
for our chain to converge. Of the resulting 500,000 evaluations the first
100,000 are discarded as the burn-in phase, leaving a total of 400,000
evaluations. From these evaluations we estimate the values of the free pa-
rameters by taking themedian (50th percentile), and their 1𝜎 uncertainties
by taking the 16th and 84th percentile. Theminimal 𝜒2 of our chains is 28.0
for true cosmic environments, and 34.2 for shuffled environments. Since
the four cosmic environments combined contain 4 × 10 = 40 data-points
and 4 × 4 = 16 free parameters, the number of degrees of freedom (equal
to the expected minimum 𝜒2) is 𝑁dof = 40 − 16 = 24. Consequently the
reduced 𝜒2 of our chains is 28.0/24 = 1.17 for true cosmic environments,
and 34.2/24 = 1.43 for shuffled environments. In the Gaussian case the
uncertainty on 𝜒2 is 𝜎𝜒2 = √2(𝑁dof) = 6.93 (Gould 2003). This indicates
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Table 3.2: Priors and median posterior values (with 16th and 84th percentile error bars) of
the free parameters in the model fit: the average mass of central and satellite galaxies (in
units of [1012M⊙]), the central concentration parameter and the 2-halo amplitude, in both
true and shuffled cosmic environments.

parameter 𝑀cen 𝑀sat 𝑓cen
c 𝐴2h

prior type flat flat Gaussian flat

prior range [0.1, 10] [0.01, 5] 𝜇 = 1, 𝜎 = 0.3 [0, 20]

voids 0.75+0.31
−0.28 2.10+1.85

−1.41 1.05+0.21
−0.19 0.93+0.72

−0.60

sheets 0.74+0.63
−0.44 1.81+2.16

−1.40 0.77+0.25
−0.24 1.50+0.79

−0.78

filaments 1.43+0.86
−1.02 0.72+2.00

−0.54 0.73+0.22
−0.22 5.22+1.18

−1.22

knots 0.94+1.06
−0.63 1.00+1.15

−0.70 0.95+0.22
−0.21 10.30+2.27

−2.25

shuffled voids 0.77+0.41
−0.33 2.36+1.80

−1.68 0.87+0.20
−0.21 1.81+0.79

−0.78

shuffled sheets 0.48+0.48
−0.28 2.20+1.84

−1.64 0.88+0.24
−0.23 2.77+0.70

−0.65

shuffled filaments 1.29+0.75
−0.90 0.72+2.01

−0.53 0.77+0.25
−0.25 4.03+0.95

−0.96

shuffled knots 1.11+1.20
−0.71 1.81+1.51

−1.18 0.99+0.22
−0.21 9.45+1.85

−1.79
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that the minimum 𝜒2 value lies well within 1𝜎 of the expected minimum
𝜒2 for true environments, and just outside for shuffled environments.

3.5 Results

In order to determine the masses of galaxy haloes as a function of their
location in the cosmic web, we measure the average GGL profiles (as de-
tailed in Sect. 3.2) in each of the four cosmic environments (defined in
Sect. 3.3.1). These ESD profiles are corrected for the measured increase
in stellar mass in increasingly dense cosmic environments (shown in Sect.
3.3.1). By fitting our ESD model (as described in 3.4.2) to these data, we
determine the average halo mass of galaxies in each cosmic environment.
By applying an identical model to the stacked ESD profiles of galaxies in
shuffled cosmic environments (defined in 3.3.3), we can compare their re-
sulting fit parameters. Because the only information from the true cosmic
environments that goes into the shuffled environments is that of their local
density distribution, any difference between these parameters indicates an
effect caused by the cosmic environment alone, i.e. not due to the effects of
the local density 𝛿4. The resulting model fit to the ESD profiles of the four
cosmic environments is shown in Fig. 3.7. The resulting values of the free
parameters: 𝑀cen, 𝑀sat, 𝑓cen

c and 𝐴2h, for both the true and the shuffled
environments can be found in Table 3.2 and Fig. 3.8.

In the case of the true cosmic environments, the average halo mass of
central galaxies𝑀cen remains constant within themeasured uncertainties.
Contrary to our expectations, the halo masses of satellites sometimes seem
to exceed those of centrals. However, although the median posterior value
of 𝑀sat can exceed that of 𝑀cen, the width of the posteriors span almost
the whole prior range. We therefore conclude that our model fit is not able
to provide any constraints on the satellite mass as a function of environ-
ment. When using a flat prior on the concentration of the central halo, we
find that the value of 𝑓cen

c decreases drastically for denser cosmic envi-
ronments. This is not due to a physical decrease in the concentration of the
central halo, as is apparent from the ESD profiles of the galaxy sample con-
taining only centrals. These profiles do not show a significant decrease in
the concentration of the central halo in denser cosmic environments (see
e.g. the ‘knot’ ESD profile in Fig. 3.5). It is more likely that the increasing
signal at larger scales is caused by the increasing number of satellites and
neighbouring haloes in denser environments, since the satellite host and
2-halo terms are degenerate with the central concentration. Based on this
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information we use a Gaussian prior with a central value of 𝜇 = 1 and a
standard deviation of 𝜎 = 0.3, which prevents the decrease of 𝑓cen

c . In the
resulting fit, the rising signal at larger scales is accounted for by the satellite
host and 2-halo terms. As the density of the cosmic environment increases,
𝐴2h increases by a factor ∼ 10. This behaviour is expected because, due to
the increase in the local density 𝛿4 for increasingly dense environments
(see Fig. 3.3) the contribution of neighbouring haloes to the lensing signal
increases.

In Fig. 3.8 we compare the resulting parameter values with those found
using shuffled environments, and find that all parameter values are the
same within the 1𝜎 error bars. Considering the width of the posterior dis-
tributions we conclude that there is no measurable difference between the
parameters in true and shuffled cosmic environments, suggesting that the
dominant effect on halo mass is that of the local density.

3.6 Discussion and conclusion

Wemeasure the galaxy-galaxy lensing (GGL) signal of 91195 galaxies (within
0.039 < 𝑧 < 0.263) from the spectroscopic Galaxy And Mass Assembly
(GAMA) survey that overlap with the first 109 deg2 of photometric data
from the Kilo-Degree Survey (KiDS).We use the GGL signal tomeasure the
average halomass of galaxies in four different cosmic environments: voids,
sheets, filaments and knots, classified by Eardley et al. (2015). We create a
corresponding set of shuffled environmentswhich retain the distribution in
local density (the galaxy overdensity within 4 ℎ−1Mpc) of the true environ-
ments, but lose the information bound to the cosmic web environment. By
comparing the average halo masses from galaxy samples in true and shuf-
fled cosmic environments, we isolate the effect of the cosmic environments
on galaxy halomasses from that of the local density.We extract the average
halo masses from the measured Excess Surface Density (ESD) profiles by
fitting a simple model consisting of a central, a satellite, an off-set host and
a 2-halo contribution to the GGL signal. After correcting for the increase
in the stellar mass of galaxies in increasingly dense cosmic environments,
we find no difference in the average halo mass of central galaxies in differ-
ent cosmic environments. Our constraints on the average mass of satellite
galaxies are to weak to make any statements. The amplitude of the 2-halo
term, however, increases significantly from voids to knots. This increase in
the 2-halo contribution to the ESD profile is expected, as the local density
(within 4 ℎ−1Mpc) increases with the density of the cosmic environment.
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The posterior distributions of the obtained parameters show no signif-
icant difference between the haloes in true and shuffled cosmic environ-
ments. We can conclude that, within the statistical limits of our survey, the
cosmic environment has no measurable effect on galaxy halo mass apart
from the effects related to the local density. This null-result is in agreement
with the study of Eardley et al. (2015), who found a strong variation in the
Luminosity Function (LF) of galaxies in the four cosmic environments, but
no significant difference between the LF in true and shuffled cosmic envi-
ronments, concluding that the measured effect on the LF could be entirely
attributed to the difference in local density of the galaxy populations. Us-
ing N-body simulations Alonso et al. (2015) studied the dependence of the
DM halo mass function on the four cosmic environments. Although they
found a strong correlation of the conditional mass function with cosmic
environment, they showed that this is caused by the coupling of the cosmic
environments to the local density. Using a different classification of GAMA
galaxies into cosmic environments (filaments, tendrils and voids), Alpaslan
et al. (2015) measured the effect of the cosmic web on energy output, 𝑢 − 𝑟
colour, luminosity, metallicity and morphology of galaxies in both cosmic
and local environment. In order to remove the effect due to the difference in
the stellar mass distributions, they resampled the galaxy population from
each cosmic environment. They found that, as long as they apply this cor-
rection, the properties of galaxies in different cosmic environments are ap-
proximately identical, and concluded that the effects of large-scale struc-
ture on galaxy properties are negligible with respect to the effects from stel-
lar mass and local environment. Darvish et al. (2014), who measured the
star formation rate (SFR) of galaxies as a function of another cosmic envi-
ronment classification scheme (fields, filaments, and clusters), found that
their observed stellar mass and median SFR, as well as the SFR-mass re-
lation and specific SFR, are mostly independent of environment. They did,
however, find a significant increase in the fraction of star forming galax-
ies in filaments. Although the sub-dominance of the effect of large-scale
structure on galaxy properties was foreshadowed by many studies, this is
the first direct measurement of the effect of the cosmic web on galaxy halo
mass.

Based on our results we conclude that, after correcting for local den-
sity and stellar mass, the cosmic environments alone have no measurable
effect on DM halo parameters. Even if such an effect exists, future lensing
studies would need to reduce the uncertainties on the posteriors found in
this study by at least a factor ∼ 3. Assuming the same approach is used,
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these studies would require a KiDS-like photometric lensing survey over-
lapping with a GAMA-like spectroscopic survey of approximately ten times
the size of our current ∼ 100 deg2 of overlapping data. Of the present-day
photometric lensing surveys, the Dark Energy Survey (DES, The Dark En-
ergy Survey Collaboration et al. 2015) currently has 139 deg2 at its disposal,
which is planned to increase to ∼ 5000 deg2 over the next five years. How-
ever, DES currently has no overlap with a spectroscopic survey of the area
and completeness of the GAMA survey. The Dark Energy Spectroscopic In-
strument (DESI, Levi et al. 2013), which will serve this purpose, is planned
to start nominal operation in 2019. Over the next five years KiDS is plan-
ning to observe ∼ 1500 deg2 of the sky (de Jong et al. 2013), overlapping
with ∼ 700 deg2 of spectroscopic data from the Wide Area Vista Extra-
galactic Survey (WAVES, Driver et al. 2015), nearing the precision needed
to find or rule out an effect from the cosmic web on galaxy haloes. Fur-
thermore, we expect that the Euclid mission (Laureijs et al. 2011), with a
planned∼ 15, 000 deg2 of high-quality lensing data, will be able to confirm
or negate a possible effect from cosmic environments with very high signif-
icance. However, with an estimated launch in 2020 and a nominal mission
period of five years, this would take at least five more years to accomplish.
Taking all these future missions into consideration we conclude that, us-
ing the technique described here, it is unlikely that a direct effect of cosmic
environment on halo mass can be measured within the next four to five
years.
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Abstract:
We study projected underdensities in the cosmic galaxy density field called
‘troughs’, and their overdense counterparts which we call ‘ridges’. For their
classification we use a bright sample of foreground galaxies from the pho-
tometric Kilo-Degree Survey (KiDS), specifically selected for comparison
to the spectroscopic Galaxy And Mass Assembly (GAMA). Using an inde-
pendent sample of KiDS background galaxies, we measure the weak gravi-
tational lensing profiles of the troughs and ridges. We quantify the ampli-
tude 𝐴 of the lensing signal as a function of their galaxy density percentile
𝑃 and overdensity 𝛿, and use this to optimally stack the signal, which is
detected with a signal to noise of |𝑆/𝑁| = {17.1, 14.8, 10.0, 7.6} for troughs
with a projected radius 𝜃A = {5, 10, 15, 20} arcmin. We find that the skew-
ness in the galaxy density distribution of troughs/ridges is reflected in the
total mass distribution measured by weak lensing. We compare our re-
sults by applying the same procedures to a mock galaxy sample from the
MICE Grand Challenge lightcone simulation, and find a good agreement
between our observations and the simulation. Finally, we select troughs
using a volume limited sample of galaxies, divided into two redshift bins
between 0.1 < 𝑧 < 0.3. For troughs/ridges with comoving projected radius
𝑅A = 1.9 ℎ−1

70Mpc, we find no significant difference between the 𝐴(𝑃) and
𝐴(𝛿) relation of the low and high redshift sample. Using the MICE simu-
lations we predict that trough and ridge evolution could be detected with
lensing, using deeper and more accurate lensing surveys.
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4.1 Introduction

Over the past two decades, large scale galaxy redshift surveys, such as the
2dF Galaxy Redshift Survey (2dFGRS, Colless et al. 2001) and the Sloan
Digital Sky Survey (SDSS, Abazajian et al. 2009) have provided an accu-
rate picture of the distribution of galaxies in the Universe. They show that
galaxies form an intricate ‘cosmic web’ of clusters and filaments, separated
by largely empty regions named voids. This distribution is also observed
in large scale simulations based on the concordance ΛCDM cosmology,
such as theMillennium (Springel et al. 2005b), Illustris (Vogelsberger et al.
2014) and EAGLE (Schaye et al. 2015) projects, which show the gravita-
tional collapse of dark matter (DM) into a web-like structure, establishing
the ‘skeleton’ for baryonic matter which falls into the DM’s potential well.
Within this framework, the linear growth factor of voids with redshift can
be used to constrain the equation of state parameter of dark energy (DE)
(Lavaux andWandelt 2010; Demchenko et al. 2016), which causes the Uni-
verse’s accelerated expansion. The low density in voids also ensures that
they are very clean probes of global cosmological parameters, as their in-
terior is less affected by baryonic physics (Bos et al. 2012). In addition to
testing the standard model of cosmology, voids can also be used to detect
signatures of modified gravity models, which aim to provide an alternative
explanation to the accelerating expansion of the Universe (for reviews, see
Jain and Khoury 2010; Clifton et al. 2012). Because these theories should
converge to standard general relativity inside the solar system, most im-
plement a screening mechanism that suppresses their ‘5th force’ in high
density regions. Simulations based onmodified gravity show that low den-
sity regions, like voids, are excellent probes for testing these theories (Li
et al. 2012; Lam et al. 2015; Zivick et al. 2015).

Studying, detecting, or even defining voids, however, is not a simple
matter. There exist numerous void finding algorithms, each one operating
with a different void definition (for a comparison study, see e.g. Colberg
et al. 2008). Secondly, applying the algorithm of choice to detect voids in
observational data requires very accurate redshift measurements of every
individual galaxy. Such accuracy is only available through complete spec-
troscopic surveys, which are far more costly than their photometric coun-
terparts. Finally, the trueDMstructure of voids can be different than that of
the galaxies that trace them, an effect known as ‘galaxy bias’ (Benson et al.
2000; Tinker et al. 2010). Currently, the only way to study the total mass
distribution of voids is through ‘gravitational lensing’, a statistical method
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that measures the gravitational deflection (or ‘shear’ 𝛾) of the light of back-
ground galaxies (sources) by foreground mass distributions (lenses). The
first detection of the lensing signal from cosmic voids was presented by
Melchior et al. (2014), who stacked the gravitational shear around 901 voids
detected in SDSS. The depth of their void lensing signal corresponded to
the prediction from the analytical model by Krause et al. (2013), who con-
cluded that lensing measurements of medium-sized voids with sufficient
precision (i.e. with a signal to noise 𝑆/𝑁 ≳ 10) will only be possible with
Stage IV surveys such as the Euclid satellite (Laureijs et al. 2011) and the
Large Synoptic Survey Telescope (LSST, Dark Energy Science Collabora-
tion 2012). One of the reasons this signal is so difficult to measure, is that
the lensing method measures the average density contrast over the entire
line-of-sight (LOS). If a dense cluster is located in the sameLOS as the void,
it can diminish the lensing signal. Another problem of studying voids us-
ing their stacked gravitational lensing signal is that this method only mea-
sures the average shear as a function of the projected radial distance from
the void centre (Hamaus et al. 2014; Nadathur et al. 2015). This means
that the detailed detection of void shapes is rendered superfluous, since
this information will not be captured. Stacking voids that are not radially
symmetric can even diminish the lensing signal. Moreover, the centre and
the radius of these non-spherical voids are difficult to define, and choosing
the wrong value reduces the lensing signal even further (for an analysis of
these effects, see e.g. Cautun et al. 2016).

To circumvent the aforementioned problems, Gruen et al. (2016) (here-
after G16) constructed a definition for projected voids named ‘troughs’.
These are very simply defined as the most underdense circular regions on
the sky, in terms of galaxy number density. Being circular in shape, troughs
evade the problemof the centre definition, and are perfectly suited formea-
suring their stacked shear as a function of radial distance. Because they are
defined as projected circular regions of low galaxy density, they can also be
described in 3D as voids which have the shape of long conical frusta1 pro-
truding into the sky. Because this definition only includes regions that are
underdense over the entire LOS, it automatically excludes LOS’s with over-
densities massive enough to negate the lensing measurement. Moreover,
defining underdensities in projected space alleviates the need for spectro-
scopic redshifts. Evenwhen projected underdensities are defined in a num-
ber of redshift slices, as was done by e.g. Sánchez et al. (2017), photomet-

1Frusta, the plural form of frustum: the part of a solid, such as a cone or pyramid, be-
tween two (usually parallel) cutting planes.
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ric redshifts are sufficiently accurate as long as the slices are significantly
wider than the redshift uncertainties. In short, the disadvantage of troughs
compared to 3D voids is losing the shape information in both projected
and redshift space, while their advantage is that they are specifically de-
signed to allow for significant lensing measurements with currently avail-
able surveys. Following this new underdensity definition, G16 defined a set
of ∼ 110, 000 troughs in the redMaGiC (Rozo et al. 2016) sample of Lumi-
nous Red Galaxies (LRGs). Using the Dark Energy Survey (DES, Flaugher
et al. 2015) Science VerificationData, theymeasured the gravitational lens-
ing signal of projected cosmic underdensities with a significance above 10𝜎,
much higher than was ever measured around 3D voids.

Theways inwhich this newprobe can be used for cosmology are still un-
der examination. In the work of G16, they found the trough shearmeasure-
ments to be in agreement with their theoretical model, which was based on
the assumption that galaxies are biased tracers in a Gaussian mass den-
sity distribution. Although the lensing profile of their smallest troughs was
marginally sensitive to galaxy bias, the trough-galaxy angular correlation
function allowed for much stronger constraints. In their more recent paper
Gruen et al. (2017) studied the probability distribution function (PDF) of
large-scale matter density fluctuations, using the galaxy counts and lens-
ing profiles of under- and overdensities along the LOS, obtained from the
DES First Year and SDSS data. Using these troughs and overdensities, they
were able to constrain the total matter density Ωm, the power spectrum
amplitude 𝜎8, the galaxy bias, galaxy stochasticity and the skewness of the
matter density PDF. Another very promising venue for trough lensing is to
test models of modified gravity. Using ray-tracing simulations Higuchi and
Shirasaki (2016) found that, while 3D voids could not distinguish between
𝑓(𝑅) and ΛCDM even in future (∼ 1000 deg2) lensing surveys, the lensing
profiles from troughs showed a clear deviation. A recent comparison from
Cautun et al. (2017) also found that the shear profiles of projected (2D)
underdensities can constrain chameleon 𝑓(𝑅) gravity with confidence lev-
els of up to ∼ 30 times higher than those of 3D void profiles, using Euclid
and LSST. For another type of modified gravity, the normal branch of the
Dvali-Gabadadze-Porrati (nDGP) model, Barreira et al. (2017) found that
it strenghtened the lensing signal of both projected under- and overden-
sities. In conclusion, the promise of projected underdensities for cosmol-
ogy compels the weak lensing community to observationally explore these
new probes, especially in preparation for future surveys such as Euclid and
LSST.
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Our goal is to measure and study the lensing profiles of troughs using
the spectroscopic Galaxy And Mass Assembly survey (GAMA, Driver et al.
2011) and photometric Kilo-Degree Survey (KiDS, de Jong et al. 2013), fol-
lowing up on the work by G16. In particular we study troughs as a function
of their galaxy number density, and try to find the optimalmethod of stack-
ing their lensing signal to obtain the highest possible detection significance.
We will compare our observed lensing profiles with mock observations de-
vised by the Marenostrum Institut de Ciències de l’Espai (MICE) collab-
oration: the MICE Galaxy and Halo Light-cone catalogue (Carretero et al.
2015;Hoffmann et al. 2015), based on theMICEGrandChallenge lightcone
simulation (MICE-GC, Fosalba et al. 2015b,a; Crocce et al. 2015). G16 also
studied the lensing signals of troughs as a function of redshift, by split-
ting the LRG sample that defined the troughs into two redshift samples.
However, they did not account for possible differences between the galaxy
samples or trough geometry at different redshifts, nor did they correct for
the variation in distance between the troughs and the background sources
that measured the lensing signal. As a result, they did not find any signs of
physical redshift evolution of troughs. By correcting the trough selection
method and lensing signalmeasurement for all known differences between
the two redshift samples, we explore the physical evolution of troughs.

Our paper is structured as follows: In Sect. 4.2 we introduce the KiDS
and GAMA data used to define the troughs and measure their lensing pro-
files, and the MICE-GC mock data which we use to interpret our observa-
tions. Section 4.3 describes the classification of troughs, and explains the
gravitational lensing method in detail. In Sect. 4.4 we show the resulting
trough lensing profiles as a function of galaxy density and size, and define
our optimal trough stacking method. Our study of troughs as a function of
redshift is described in Sect. 4.5. We end with the discussion and conclu-
sion in Sect. 4.6.

Throughout this work we adopt the cosmological parameters used in
creating the MICE-GC simulations: Ωm = 0.25, Ω𝛬 = 0.75, and 𝐻0 =
70 km s−1Mpc−1. We use the following definition for the reduced Hubble
constant: ℎ70 ≡ 𝐻0/(70 km s−1Mpc−1).

4.2 Data

Weuse two samples of foregroundgalaxies to define the locations of troughs:
one sample from the spectroscopic GAMA survey and one from the photo-
metric KiDS survey. Comparing the results obtained from these two sam-
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ples allows us to test the strength and reliability of trough studies using
only photometric data. In Table 4.1 we give a summary of the galaxy selec-
tions used to define the troughs. The gravitational lensing signal of these
troughs ismeasured using a sample of KiDS background galaxies. The com-
bination of the KiDS and GAMA datasets and the lensing measurement
method, which is used for the observations described in this work, closely
resemble those used in earlier KiDS-GAMA galaxy-galaxy lensing (GGL)
papers. For more information we recommend reading Sect. 3 of Viola et al.
(2015), which discusses the GGL technique in detail, and Dvornik et al.
(2017)whichmakes use of exactly the same versions of theKiDS andGAMA
datasets as this work. In order to compare our observational results to pre-
dictions from simulations, the same process of selecting troughs and mea-
suring their lensing profiles will be performed using the MICE-GC mock
galaxy catalogue. In this section we introduce the KiDS, GAMA and MICE
galaxy catalogues, including their role in the trough selection and lensing
measurement.

4.2.1 KiDS source galaxies

In order to derive the mass distribution of troughs, we measure their grav-
itational lensing effect on the images of background galaxies. Observations
of these source galaxies are taken from KiDS, a photometric lensing survey
in the𝑢, 𝑔, 𝑟 and 𝑖bands, performedusing theOmegaCAM instrument (Kui-
jken 2011) mounted on the VLT Survey Telescope (Capaccioli and Schipani
2011). For this work we use the photometric redshift, magnitude, and el-
lipticity measurements from the third data release (KiDS-DR3, de Jong
et al. 2017), which were also used for the KiDS-450 cosmic shear analysis
(Hildebrandt et al. 2017). These measurements span 454 deg2 on the sky,
and completely cover the 180 deg2 equatorial GAMA area.

The galaxy ellipticity measurements are based on the 𝑟-band observa-
tions, which have superior atmospheric seeing constraints (a maximum of
0.8 arcsec) compared to the other bands (de Jong et al. 2017). The galaxies
are located by the SEʚʖʔʃʅʖʑʔ detection algorithm (Bertin and Arnouts
1996) from the co-added 𝑟-band images produced by the Tʊʇʎʋ pipeline
(Erben et al. 2013). The ellipticity of each galaxy ismeasured using the self-
calibrating lensfit pipeline (Miller et al. 2007, 2013b; Fenech Conti et al.
2017). Galaxies in areas surrounding bright stars or image defects (such
as read-out spikes, diffraction spikes and reflection haloes) are removed,
eliminating 14.6% of the original survey area (de Jong et al. 2017).

The photometric redshifts of the sources are measured from co-added
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𝑢𝑔𝑟𝑖 images, which were reduced using the Astro-WISE pipeline (McFar-
land et al. 2013). From the galaxy colours measured by the Gaussian Aper-
ture and PSF pipeline (GAaPKuijken et al. 2015), the full redshift probabil-
ity distribution 𝑛(𝑧s) of the full source population is calculated, using the
direct calibration method described in Hildebrandt et al. (2017). We use
this full 𝑛(𝑧s) for our lensing measurements (as described in Sect. 4.5.2),
in order to circumvent the bias inherent in individual photometric source
redshift estimates.

4.2.2 GAMA foreground galaxies

One of the galaxy samples we use to define the troughs is obtained using
the spectroscopic GAMA survey, which was performed with the AAOmega
spectrograph mounted on the Anglo-Australian Telescope. The galaxy lo-
cations were selected from the Sloan Digital Sky Survey (SDSS, Abazajian
et al. 2009). For this study we use the three equatorial regions (G09, G12
andG15) from theGAMA II data release (Liske et al. 2015), which span a to-
tal area of 180 deg2 on the sky, since these areas are completely overlapping
with the KiDS survey. GAMA has a redshift completeness of 98.5% down to
Petrosian 𝑟-bandmagnitude𝑚r = 19.8, resulting in a catalogue containing
180, 960 galaxies with redshift quality 𝑛Q ≥ 2. As recommended, we only
use the galaxies with redshift quality 𝑛Q ≥ 3, which amounts to 99.74%
of the full catalogue. In order to indicate regions where the survey is less
complete, GAMA provides a ‘mask’ which contains the redshift complete-
ness of galaxies on a 0.001 deg Cartesian grid. We use this mask to account
for incomplete regions during the trough classification.

To mimic the galaxy sample corresponding to resolved haloes in the
MICE-GC mock catalogues (see Sect. 4.2.4), we only use galaxies with ab-
solute 𝑟-band magnitude 𝑀r < −19.67. The GAMA restframe 𝑀r is de-
termined by fitting Bruzual and Charlot (2003) stellar population synthe-
sis models to the 𝑢𝑔𝑟𝑖𝑧𝑍𝑌 𝐽𝐻𝐾 spectral energy distribution of SDSS and
VIKING observations (Abazajian et al. 2009; Edge et al. 2013), and cor-
rected for flux falling outside the automatically selected aperture (Taylor
et al. 2011b). Together, the 𝑛Q and 𝑀r cuts result in a sample of 159,519
galaxies (88.15% of the full catalogue), with a redshift range between 0 <
𝑧G < 0.5 and a mean redshift of 𝑧G = 0.24. The projected number density
of this sample of GAMA galaxies, together with their completeness mask,
will be used to define the troughs as detailed in Sect. 4.3.1.



4.2 Data 117

4.2.3 KiDS foreground selection

Since the currently available area of the KiDS survey is 2.5 times larger than
that of the GAMA survey (and will become even larger in the near future)
it can be rewarding to perform both the trough selection and lensing mea-
surement using the KiDS galaxies alone, employing the full 454 deg2 area
of the current KiDS-450 dataset. To be able to compare the KiDS troughs
to those obtained using GAMA, we select a sample of KiDS galaxies that
resembles the GAMA sample as closely as possible. Because GAMA is a
magnitude-limited survey (𝑚r,Petro < 19.8), we need to apply the same
magnitude cut to the (much deeper) KiDS survey. Since there are no Pet-
rosian 𝑟-band magnitudes available for the KiDS galaxies, we use the KiDS
magnitudes that have themost similar𝑚r-distribution: the extinction-corrected
and zero-point homogenised isophotal 𝑟-band magnitudes (de Jong et al.
2017). These magnitude values, however, are systematically higher than
the Petrosian magnitudes from GAMA. We therefore match the KiDS and
GAMA galaxies using their sky coordinates, and select the magnitude cut
based on the completeness of this match. Using 𝑚r,iso < 20.2, the com-
pleteness of the match is 99.2%. This cut results in a slightly higher num-
ber density than that of real GAMA sample, but this small difference does
not significantly affect our results which are primarily based on the relative
number density (compared to other apertures or the mean density).

In addition,we cut theKiDSgalaxies at themaximumredshift ofGAMA:
𝑧ANN < 0.5. Contrary to the KiDS source redshifts used for the lensing
measurement, where we can use the redshift probability distribution of the
full population (see Sect. 4.3.2), the application of this cut and the use of
KiDS galaxies as lenses requires individual galaxy redshifts. These photo-
metric redshifts are determinedusing themachine learningmethodANNz2
(Sadeh et al. 2016) as described in Sect. 4.3 of de Jong et al. (2017). Fol-
lowing Bilicki et al. (2017) the photo-z’s are trained exclusively on spec-
troscopic redshifts from the equatorial GAMA fields2. This is the first work
that uses KiDS photometric redshifts throughmachine learning to estimate
the distances of the lenses. Compared to the spectroscopic GAMA redshifts
𝑧G, the mean error 𝛿𝑧 = (𝑧ANN − 𝑧G)/𝑧G on the ANNz2 photometric red-
shifts is −3.26 × 10−4, with a standard deviation of 0.036, much smaller
than the width of the redshift selections used in this work (see Sect. 4.5.1).
Finally, tomimic the galaxy sample corresponding to resolved haloes in the

2Bilicki et al. (2017) use a slightly different apparent magnitude cut to select the GAMA-
like galaxy sample: 𝑚r,auto < 20.3. However, since this is an a-posteriori cut it does not
influence the determination of the photo-z values.
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mock catalogues (see Sect. 4.2.4), we apply the absolute 𝑟-bandmagnitude
cut 𝑀r < −19.67. These absolute magnitudes: 𝑀r = 𝑚r,iso − 𝐷M + 𝐾cor,
are determined using distance moduli 𝐷M based on the 𝑧ANN redshifts.
The K-corrections 𝐾cor are calculated from the isophotal 𝑔- and 𝑖-band
magnitudes of the KiDS galaxies, using the empirical relation in Table 4
of Beare et al. (2014).

To remove stars from our galaxy sample, we use a star/galaxy separa-
tion method based on the source morphology (described in Sect. 4.4 of de
Jong et al. 2015). We also mask galaxies that have been affected by read-
out and diffraction spikes (flag 1 and 4), by saturation cores and primary
haloes of bright stars (flag 2 and 8), or by bad pixels (flag 64) in any band
(𝑢, 𝑔, 𝑟 or 𝑖). We do not remove galaxies affected by secondary and tertiary
stellar haloes (flag 16 and 32) because these do not heavily affect bright
galaxies, and we do not apply manual masking (flag 128) because it is not
yet performed on the two southern DR3 patches (G23 and GS). For more
information on the masking flags, see Sect. 4.5 of de Jong et al. (2015). In
addition, we remove galaxies that have an unreliable magnitude measure-
ment in any band, as recommended in App. 3.2 of de Jong et al. (2017).
Using this selection, we obtain a sample of 309,021 KiDS galaxies that re-
semble the GAMA and MICE-GC galaxy populations.

Based on the aforementioned image defects, the KiDS survey provides
an automatic mask that flags affected pixels. For simplicity we only use the
r-band pixel mask, which has a less than 1% difference with the pixel mask
based on all bands.We use this map to account for incomplete regions dur-
ing the trough classification procedure (see Sect. 4.3.1). In order to save
computational time, we create a map that provides the survey complete-
ness on a 0.04 deg Cartesian grid, by calculating the ratio of ‘good’ pixels
(flag 0, 16, 32 and 128) in the square area surrounding each grid point. The
grid spacing of the resulting mask is the same as that used for the trough
selection, and is chosen such that it is at least two times smaller than the
radius of the smallest troughs.

4.2.4 MICE mock galaxies

Wewish to apply the same trough detection and analysis to simulated data,
in order to compare and interpret our observational results. TheMICE-GC
N-body simulation presented by Fosalba et al. (2015a) contains∼ 7 × 1010

DMparticles in a (3072 ℎ−1
70Mpc)3 comoving volume, allowing the construc-

tion of an all-sky lightcone with a maximum redshift of 𝑧 = 1.4. From
this lightcone Crocce et al. (2015) built a halo and galaxy catalogue, us-
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ing a Halo Occupation Distribution (HOD) and Halo AbundanceMatching
(HAM) technique. Its large volume and fine spatial resolutionmakeMICE-
GC mocks ideally suited for accurate modelling of both large-scale (linear)
and small-scale (non-linear) clustering and structure growth. The mock
galaxy clustering as a function of luminosity has been constructed to re-
produce observations fromSDSS (Zehavi et al. 2011) at lower redshifts (𝑧 <
0.25), and has been validated against the COSMOS catalogue (Ilbert et al.
2009) at higher redshifts (0.45 < 𝑧 < 1.1). The MICE-GC catalogue re-
solves DM halos down to amass of∼ 1011 ℎ−1

70M⊙, corresponding to galax-
ies with an absolute magnitude< −18.9. Since this absolute magnitude in-
cludes a cosmology correction such that:𝑀r,MICE = 𝑀r−5 log10(ℎ = 0.7),
we apply an 𝑀r < −18.9 − 0.77 = −19.67 cut to the KiDS and GAMA sam-
ples in order to resemble the mock galaxy population.

From theMICE-GCcatalogue,which is publicly available through http:
//cosmohub.pic.es, we obtain the sky coordinates, redshifts, comoving
distances, absolutemagnitudes andSDSSapparentmagnitudes of themock
galaxies. In order to create a GAMA-like mock galaxy sample, we limit the
MICE redshifts to 𝑧 < 0.5. When considering the choice of magnitude cut,
we find that the distribution of the SDSS magnitudes in the MICE catalog
is very similar to that of the isophotal KiDSmagnitudes. We therefore limit
the MICE galaxies to 𝑚r < 20.2, and find that indeed the galaxy number
density of the GAMA-like KiDS and MICE samples are almost equal (see
Fig. 4.1 in Sec. 4.3.1). Like the GAMA galaxies and the GAMA-like KiDS
sample, this sample of MICE foreground galaxies is used to define troughs
following the classification method described in Sect. 4.3.1.

Each galaxy in the lightcone also carries the lensing shear values 𝛾1 and
𝛾2 (with respect to the Cartesian coordinate system) which were calculated
from the all-sky weak lensing maps constructed by Fosalba et al. (2015b),
following the ‘onion shell’ method presented in Fosalba et al. (2008). In
this approach the DM lightcone is decomposed and projected into con-
centric spherical shells around the observer, each with a redshift width of
d𝑧 ≈ 0.003(1 + 𝑧). These 2D DM density maps are multiplied by the appro-
priate lensing weights and combined in order to derive the galaxies’ lens-
ing properties. The results agree with the more computationally expensive
‘ray-tracing’ technique within the Born approximation. We will use these
shear values (in the same way we used the ellipticities observed by KiDS)
to obtain mock lensing profiles around troughs, following the weak lens-
ing method described in Sect. 4.3.2. To this end we create a MICE back-
ground source sample with 0.1 < 𝑧 < 0.9 and 𝑚r > 20, the same redshift

http://cosmohub.pic.es
http://cosmohub.pic.es
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and apparent magnitude cuts as applied to the KiDS background sources
(Hildebrandt et al. 2017). Also, in order to resemble the KiDS redshift dis-
tribution more closely, we choose to apply an absolute magnitude cut of
𝑀r > −19.3 on the mock galaxies. Note that any cut on the mock galaxy
sample does not affect the shear values (which do not depend on any mock
galaxy property) but only the redshift distribution of the sources, which is
used in Sect. 4.5.2 to calculate the Excess Surface Density profiles.

Because all quantities in the mock catalogue are exactly known, we do
not need to take into account measurement errors into the calculation of
themock lensing signals.However, there do exist differences betweenmea-
surements from different parts of the sky caused by sample variance, and
possibly by underlying large-scale density fluctuations (cosmic variance,
Somerville et al. 2004). To obtain an estimate of these uncertainties we
use the full MICE-GC public lightcone, which has an area of 90∘ × 90∘. We
divide this area into 16 patches of 20∘ × 20∘ = 400 deg2, each spanning ap-
proximately the same size as the used KiDS area. One of these patches is
used as our fiducial mock galaxy sample. Comparing the results obtained
from the fiducial patch with those of the 15 other galaxy samples, provides
an estimate of the sample and cosmic variance within the mocks. As MICE
has nomask to indicate unreliable survey areas, we create an artificialmask
for each 20∘ ×20∘ area, which indicates that the patch is 100% complete and
is only used to to indicate its borders.

4.3 Data analysis

The twomost important aspects of the data analysis are the classification of
the troughs, and the subsequent measurement of their gravitational lens-
ing profiles. For the classification we compare using GAMA galaxies to us-
ing the GAMA-like KiDS sample (see 4.2.3). For the measurement of the
gravitational lensing effect around these troughs, we use the shapes and
photometric redshifts of the KiDS background galaxies. In this section we
will discuss the trough classification and lensing measurement methods in
detail.

4.3.1 Trough classification

Our approach to trough detection ismainly inspired by themethod devised
byG16. This effectively comprisesmeasuring the projected number density
of galaxies within circular apertures on the sky, and finding the apertures
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with the lowest galaxy density. Following this method, we define a finely
spaced Cartesian grid of positions on the sky. Around each sky position 𝑥,
we count the number of galaxies within a circular aperture of chosen ra-
dius 𝜃A. We perform this method for apertures with different projected
radii: 𝜃A = {5, 10, 15, 20} arcmin, which allows us to study cosmic struc-
ture at different scales. To make sure that no information is lost through
under-sampling, we choose a grid spacing of 0.04 deg (= 2.4 arcmin) which
is smaller than 𝜃A/2, even for the smallest aperture size. Although this
spacing is much larger than that used by G16 (0.86 arcmin), we still need to
cope with the significant overlap between neighbouring troughs. Perform-
ing tests with reduced overlap between the circles does not significantly
change our results, primarily because the key part of the trough lensing
profiles is situated outside the trough radius (such that overlap within the
circle is not particularly worse than overlap outside the circle). We account
for this overlap by ensuring that: 1) the covariance between the lensing pro-
files of neighbouring troughs is accounted for in the calculation of the error
bars (see Sect. 4.3.2), and 2) the same overlap is embedded in the mock
trough selection in the MICE simulations, which we use to interpret our
results.

The projected galaxy number density 𝑛g(𝑥, 𝜃A) of each aperture is de-
fined as the galaxy count within radial separation 𝜃A of the sky position 𝑥,
divided by the unmasked area of the corresponding circle on the sky, de-
termined using the appropriate (KiDS, GAMA or MICE) mask. Each mask
provides the survey area completeness on a finely spaced grid, which we
average to a 0.04 deg Cartesian grid to save computational time. We mea-
sure the total area completeness for the circle around each grid point, and
(following G16) exclude those circles that are less than 80% complete from
our sample. We verified that this specific choice of completeness threshold
does not significantly affect our results.

The histogram in Fig. 4.1 shows the normalized KiDS andMICE galaxy
number density distributions (represented by steps and smooth lines re-
spectively) for apertures with different radii 𝜃A. The density roughly fol-
lows a log-normal distribution, as was originally modeled by Coles and
Jones (1991), but with a slight deviation from the mean density. This ef-
fect is larger for circles with a smaller area, which is expected since larger
apertures measure the average density over a larger area. The deviation
tends more towards higher densities than lower, because the galaxy den-
sity can never reach values below 0. This leads to an increasingly skewed
density distribution for smaller apertures, which is visible in both observa-
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Figure 4.1: This histogram shows the distribution of the normalized number density 𝑛g of the
KiDS (steps) and MICE (lines) galaxies used to define the troughs, inside all used apertures
(those with an effective area > 80%). The colours designate apertures of different radius
𝜃A. As expected, the density distribution of circles with a smaller area is more asymmetric,
and has a larger deviation from the mean density 𝑛g(𝜃A) (dashed lines). The ‘troughs’ are
defined as all underdense apertures (i.e. 𝑛g < 𝑛g(𝜃A)), while all overdense apertures (i.e.
𝑛g > 𝑛g(𝜃A)) are called ‘ridges’.

tional andmock data.We verified that this skewness is also observed in the
density distribution of troughs selected using GAMA galaxies.

Following G16 we determine, for each of these circles, the proportion
𝑃(𝑥, 𝜃A) of equally sized apertures that have a lower galaxy density than
the circle considered. Arranging the apertures in this way means that low-
density circles will have a low value of 𝑃 (down to 𝑃 = 0), while high-
density circles will have a high 𝑃 -value (up to 𝑃 = 1). A circle containing
the median density will have 𝑃 = 0.5. In the fiducial definition of G16, all
apertures in the lower quintile (20%) of galaxy density (i.e. 𝑃(𝑥, 𝜃A) < 0.2)
are called troughs, while apertures in the higher quintile (i.e. 𝑃(𝑥, 𝜃A) >
0.8) are considered overdensities (which we will hereafter call ‘ridges’).

We will use the terms ‘trough’ and ‘ridges’ more generally, based on the
overdensity 𝛿(𝑥, 𝜃A) with respect to the mean galaxy number density 𝑛g of
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the total effective area of the survey. The overdensity is defined as:

𝛿(𝑥, 𝜃A) = 𝑛g(𝑥, 𝜃A) − 𝑛g(𝜃A)
𝑛g(𝜃A) . (4.1)

In our classification, all underdense apertures (i.e. 𝛿(𝑥, 𝜃A) < 0) are called
troughs, while all overdense apertures are called ridges. This definition
does notapriori exclude any apertures fromour combined sample of troughs
and ridges, allowing us to take advantage of all available data. We will fur-
ther specify sub-samples of troughs and ridges, selected as a function of
both 𝑃 and 𝛿, where necessary throughout the work.

4.3.2 Lensing measurement

In order to measure the projected mass density of the selected troughs
and ridges, we use weak gravitational lensing (see Bartelmann and Schnei-
der 2001; Schneider et al. 2006, for a general introduction). This method
measures the coherent deflection of light from many background galaxies
(sources) by foreground mass distributions (lenses). This gravitational de-
flection causes a distortion in the observed shapes of the source images of
∼ 1%, which can only be measured statistically. This is done by averag-
ing, frommany background sources, the projected ellipticity component 𝜖t
tangential to the direction towards the centre of the lens, which is equal to
the ‘tangential shear’ 𝛾t. This quantity is averaged within circular annuli
around the center of the lens, to create a shear profile 𝛾t(𝜃) as a function of
the separation angle 𝜃 to the lens centre. For each annulus, 𝛾t(𝜃) is a mea-
sure of the density contrast of the foreground mass distribution. In order
to obtain a reasonable signal to noise ratio (𝑆/𝑁), the shear measurement
aroundmany lenses is ‘stacked’ to create the average shear profile of a spec-
ified lens sample. In this work, the centres of the lenses are the grid points
that define our circular troughs and ridges (as defined in Sect. 4.3.1).

The background sources used tomeasure the lensing effect are theKiDS
galaxies described in Sect. 4.2.1. Following Hildebrandt et al. (2017), we
only use sources with a best-fit photometric redshift 0.1 < 𝑧B < 0.9. For
troughs defined at a specific redshift we only select sources situated beyond
the troughs, including a redshift buffer of Δ𝑧 = 0.2 (see Sect. 4.5.2). This
cut is not applied when troughs are selected over the full redshift range.
This can allow sources that reside at similar redshifts as the lenses to be
used in themeasurement, possibly resulting in a contamination of the lens-
ing signal by sources that are intrinsically aligned with the troughs. How-
ever, most low-redshift sources have already been removed by the𝑚r > 20
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cut (Hildebrandt et al. 2017). Also, the intrinsic alignment effect primarily
plays a role in very high density regions, on small (≲ 1 ℎ−1

70Mpc) scales. On
the large scales probed by the troughs, the effect of intrinsic alignment is
at most a few percent, especially since only relatively light (i.e. faint) KiDS
galaxies are considered (Heymans et al. 2006b; Blazek et al. 2012). The
small effect from intrinsic alignment that remains is also present in the re-
sults obtained from the MICE mock catalogue, to which we compare our
observations.

The ellipticities of the source galaxies aremeasuredusing the self-calibrating
lensfit pipeline (Miller et al. 2007, 2013b; Fenech Conti et al. 2017). For
each galaxy this Bayesian model fitting method also produces the lensfit
weight 𝑤, which is a measure of the precision of the shear estimate it pro-
vides. We would like to give more weight to the contribution of sources
with amore reliable ellipticitymeasurement, and therefore incorporate the
lensfit weight of each source into our combined shear measurement as fol-
lows:

𝛾 = 1
1 + 𝜇

∑𝑙𝑠 𝑤𝑠 𝜖t,𝑙𝑠
∑𝑠 𝑤𝑠

, (4.2)

where the sum goes over each lens 𝑙 and source 𝑠, and the factor 1 + 𝜇 is
used to correct for ‘multiplicative bias’. Fenech Conti et al. (2017) showed,
based on extensive image simulations, that shears are biased at the 1 − 2%
level, and how to correct for this using amultiplicative bias correction𝑚 for
every ellipticity measurement. Following Dvornik et al. (2017), the value of
𝜇 is calculated from the 𝑚-corrections in 8 redshift bins (with a width of
0.1) between 0.1 < 𝑧B < 0.9. The average correction in each bin is defined
as follows:

𝜇 = ∑𝑠 𝑤𝑠𝑚𝑠
∑𝑙𝑠 𝑤𝑠

. (4.3)

The required correction is small (𝜇 ≈ 0.014) independent of radial distance,
and reduces the residual multiplicative bias to ≲ 1%. The errors on our
shear measurement are estimated by the square-root of the diagonal of the
analytical covariance matrix, as described in Sect. 3.4 of Viola et al. (2015).
The covariance matrix of the lensing signal is based on the contribution of
each individual source, and take into account the covariance of sources that
contribute to the shear profile of multiple lenses.

In addition tomeasuring the lensing profile around troughs and ridges,
we stack the shear around all grid points. This ‘random signal’ 𝛾0 does not
contain a coherent shear profile, but only systematic effects resulting from
the imperfect correction for the PSF anisotropy in combination with the
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survey edges andmasks. In accordancewith the real troughmeasurements,
the apertures with an effective area less than 80% of the total circle area are
removed (see Sect. 4.3.1). When using the GAMA survey area and masks,
the random signal is consistent with 0 within the error bars, up to radius
𝜃 = 70 arcmin where it rises to 𝛾0 ∼ 3 × 10−3 for all values of 𝜃A, while the
KiDS random signal already starts to deviate at 𝜃 ≈ 20 arcmin (see Sect.
4.4.1). To correct for this effect at larger scales, we subtract the appropriate
𝛾0 from all lensing measurements. Given this result, and our grid spacing
of 0.04 deg = 2.4 arcmin (see Sect. 4.3.1), we compute our lensing profiles
for 20 logarithmically spaced bins within the range 2 < 𝜃 < 100 arcmin.

4.4 Trough shear profiles

After a general classification of the troughs and ridges we define more spe-
cific samples, dedicated to obtaining specific observables from their mea-
sured lensing profiles. First, we compare the trough shear profiles of the
KiDS- vs. GAMA-selected troughs, to decide on the best trough sample.
Using these troughs, we measure the shear amplitude of the lensing pro-
files as a function of their density percentile 𝑃(𝑥, 𝜃A), for apertures of dif-
ferent sizes 𝜃A. This allows us to study non-linearities in cosmic struc-
ture formation, and to define an optimal way to stack the shear signals of
troughs/ridges in order to optimize the 𝑆/𝑁 .

4.4.1 KiDS vs. GAMA troughs

The very complete and pure sample of GAMA galaxies allows us to define a
clean sample of troughs. However, since the currently available area of the
KiDS survey is 2.5 times larger than that of the GAMA survey, we also use
a set-up that uses the KiDS galaxies to define the troughs. We select both
trough samples following the same classification method (see Sect. 4.3.1),
using either the realGAMAgalaxies (described in Sect. 4.2.2) or theGAMA-
like KiDS sample (defined in Sect. 4.2.3) as our trough-defining galaxies.
We use the corresponding completeness mask of the KiDS/GAMA survey
to remove unreliable troughs (i.e. with an area < 80% complete).

To correct for systematic effects, the appropriate random shear profile
𝛾0 (defined in Sect. 4.3.2) is subtracted from the trough lensing profiles.
The random signals for KiDS and GAMA are shown in Fig. 4.2. When us-
ing the GAMA survey area and mask, 𝛾0 is consistent with 0 (within 1𝜎 er-
ror bars) up to 𝜃 = 70 arcmin and slightly positive beyond. When using the
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Figure 4.2: The random shear profile 𝛾0 (including 1𝜎 analytical covariance errors) as a
function of separation angle 𝜃, which results from stacking all used apertures with an area
> 80% complete. Using the GAMA area and mask, the systematic effects are consistent
with 0 up to 𝜃 = 70 arcmin, while the KiDS random signal already starts to deviate at
𝜃 ≈ 20 arcmin as a result of the patchy survey area of KiDS outside the GAMA overlap.

KiDS survey area andmask, 𝛾0 is only consistent with 0 up to 𝜃 ≈ 20 arcmin
and increasingly negative beyond. This difference does not significantly de-
pend on the choice of area completeness threshold, and also occurs when
we apply no completeness mask at all. However, when we perform the 𝛾0
measurement using the KiDSmask on the GAMA area only, the systematic
effect is significantly reduced. This shows that the difference between the
random signals is primarily caused by the patchy surface of the KiDS-450
dataset beyond the GAMA area (see e.g. Fig. 1 of Hildebrandt et al. 2017).

The main goal of this exercise, however, is to find which galaxy sam-
ple provides the best results, i.e. trough lensing profiles with the highest
𝑆/𝑁 . For this initial test, we use the fiducial trough definition of G16: the
apertures with the lowest 20% in density percentile (i.e. 𝑃(𝜃A) < 0.2).
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Figure 4.3: The gravitational shear profile 𝛾(𝜃) (with 1𝜎 errors) resulting from KiDS (blue
points) and GAMA (green points) troughs and ridges, including a comparison with the MICE-
GC mock troughs from 16 independent patches (red lines). All troughs and ridges have a
radius 𝜃A = 5 arcmin, and are selected following the fiducial G16 definition. A simple 𝐴/

√
𝜃

function (solid blue/green lines) is used to determine the best-fit amplitude 𝐴 of the KiDS
and GAMA troughs.
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In Fig. 4.3 we show the stacked shear profiles 𝛾(𝜃) of troughs with radius
𝜃A = 5 arcmin, selected using the KiDS or GAMA galaxies. For comparison
we also include the trough shear profiles obtained using all 16 patches of the
MICE mock catalogue, where the vertical spread in the 16 profiles gives an
estimate of the sample and cosmic variance. The GAMA-selected troughs
have a slightly deeper shear profile than the KiDS-selected troughs, but
within the 1𝜎 analytical covariance errors both profiles agree with the pre-
dictions from the MICE-GC simulation. However, when we use the KiDS
galaxies to select troughs but restrict the used area to the GAMA equato-
rial fields, we find that the KiDS trough profiles are of equal depth as those
fromGAMA. This suggests that, like the systematic effectsmeasured by the
randoms, the shallower trough lensing profile is caused by the patchy sur-
vey area of KiDS. This patchy area reduces the completeness of the circles,
which diminishes the accuracy of the density measurements and results in
shallower shear profiles.

The dotted vertical lines indicate the radial separation range: 1.2 𝜃A <
𝜃 < 70 arcmin, that is sensitive to the shear signal from troughs. The reason
for this is that: 1) inside 𝜃A the lensing is not sensitive to the full trough
mass (where we leave a 20% buffer outside the trough edge), and 2) the
lensing signal is very sensitive to systematic effects outside 𝜃 = 70 arcmin.
Within this radial range, we observe that both the trough and ridge shear
signals closely follow a power law. For the positive lensing signal around
overdense ridges this is expected, since the lensing profiles around galax-
ies and clusters can generally be described with the negative power law
(with a slope of−0.8) resulting from aNavarro-Frenk-White profile (NFW,
Navarro et al. 1996) plus two-halo term (see e.g. Fig. 5 of van Uitert et al.
2011). Fig. 4.3 shows that both the ridges and the troughs followan approxi-
mate power law shape.We can therefore fit a simple power law 𝛾(𝜃) = 𝐴 𝜃𝛼

within the specified radial range, to obtain the best-fit amplitude𝐴 and in-
dex 𝛼 of the lensing signal. Because we are mainly interested in the am-
plitude, we fix the value of 𝛼 with the help of the MICE-GC simulations.
By fitting the power law (with both 𝐴 and 𝛼 as free parameters) to all 16
fiducial MICE trough lensing signals, we find a mean best-fit index value
𝛼 of −0.45 for troughs and −0.55 for ridges. We therefore choose to fit all
trough lensing profiles in this work with the function: 𝛾(𝜃) = 𝐴/

√
𝜃. How-

ever, we verified that our conclusions do not significantly depend on the
specific choice of 𝛼, by performing the same analysis with 𝛼 = −1 and
finding similar results.

From the best-fit amplitudes thus obtained, we wish to find a measure
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of the signal to noise ratio 𝑆/𝑁 in order to select the best troughs. We de-
fine the 𝑆/𝑁 as: 𝐴/𝛿𝐴, where 𝛿𝐴 is the 1𝜎 error on the best-fit amplitude,
based on the full analytical covariance matrix of the shear profile. Using
this definition, we find that the GAMA troughs are detected with a signif-
icance of |𝑆/𝑁| = 12.0, while the KiDS troughs have |𝑆/𝑁| = 12.3. So,
although the GAMA troughs are slightly deeper, the shear measurements
of KiDS compensate for this by having smaller error bars, as expected from
the larger survey area. The conclusion of this initial comparison is that, re-
garding trough lensing studies, the current patchy KiDS area already out-
performs the highly complete and contiguous GAMA survey.Wewill there-
fore use the KiDS survey to select the troughs and ridges studied within
this work, but we verify for each measurement that the same results are
obtained using the GAMA galaxies.

4.4.2 Lensing amplitudes

After this initial test, whichuses only the deepest (highest) 20%of the troughs
(ridges), we wish to study all troughs and ridges as a function of their den-
sity percentile 𝑃(𝜃A). Considering apertures of fixed radius 𝜃A we divide
them into 20 samples of increasing percentile value, using a bin width of
d𝑃 = 0.05. We measure the shear profile 𝛾(𝜃) (using the method described
in Sect. 4.3.2) for the apertures in every percentile bin. Figure 4.4 shows the
KiDS and MICE lensing profiles in the 20 percentile bins, for circles with
radius 𝜃A = 5 arcmin. To each shearmeasurementwe fit the same function,
𝛾(𝜃) = 𝐴/

√
𝜃, within the appropriate radial range (see Sect. 4.4.1). As ex-

pected the apertures with low 𝑃 -values correspond to the deepest troughs,
resulting in a negative shear signal starting at the trough edge (in this case
at 𝜃 > 5 arcmin). In contrast, the circles with high 𝑃 -values show a strong
positive shear signal beyond the edge of the ridge. It is already apparent
that troughs and ridges are not symmetrical, but that the lensing signal is
stronger for the highest ridges than for the deepest troughs. This is an in-
dication that the skewness of the galaxy number density distribution (seen
in Fig. 4.1) is reflected by the total (baryonic + DM) density distribution.
This skewness is not only indicated by most extreme densities, but also by
those close to the median. Examining these, we find that the turning point
between negative and positive lensing amplitudes is not situated at theme-
dian density (𝑃 = 0.5). This can be better appreciated from the left panel
of Fig. 4.5, which shows the best-fit 𝐴 as a function of 𝑃 for apertures of
different radius 𝜃A. For both the KiDS and MICE data the turning point
𝐴 = 0 is not reached at 𝑃 = 0.5, but at 𝑃 ≈ 0.55 − 0.6.
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The right panel of Fig. 4.5 shows 𝐴 as a function of the overdensity
𝛿(𝜃A), which is defined in Eq. 4.1, for both KiDS andMICE troughs/ridges.
The 𝛿-value of each bin is taken to be the mean overdensity 𝛿(𝜃A) of all
apertures in each percentile bin. For all aperture sizes the 𝐴(𝛿) relation is
approximately linear, with the turning point between negative and positive
𝐴 situated at the mean density (𝛿 = 0). This is expected when there is only
linear galaxy bias, i.e.: there exists a linear relation between galaxies and
DM.Only the smallest apertures, 𝜃A = 5 arcmin, seem to showa slight trace
of non-linear galaxy bias near the centre, in both the observational and the
mock data. This could be explained by the fact that non-linearities in the
density field are more prevalent at smaller scales. Furthermore, the dis-
crepancy between the 𝐴(𝑃) and 𝐴(𝛿) relations shows that (like the galaxy
number density distribution in Fig. 4.1) themass distributionmeasured us-
ing lensing is skewed. This asymmetry is caused by the fact that, during cos-
mic structure formation through clustering, the density of matter is bound
to a strict lower limit (a completely empty region) but not to an upper limit.
This is also revealed by the asymmetry between the lensing amplitudes at
the lowest and highest 𝑃 and 𝛿. For smaller apertures, the positive ampli-
tudes are significantly larger than the negative amplitudes. This effect is
less pronounced for the largest apertures, which have more symmetrical
𝐴(𝛿) relations. These non-linearities can in principle be used as a statistic
to constrain cosmological parameters, analogous to performing shear peak
statistics (Dietrich andHartlap 2010; Liu et al. 2015; Kacprzak et al. 2016).

4.4.3 Optimal trough weighting

Instead of selecting troughs and ridges using a ‘hard cut’ in the percentile
𝑃(𝑥, 𝜃A) of the apertures, one can apply a more sophisticated weighting
scheme to stack the shear signals of the apertures. In order to obtain the
most significant lensing detection, the optimal weighting should be based
on the 𝑆/𝑁 of the contribution from each trough (or ridge) to the lensing
signal (where we define the 𝑆/𝑁 as 𝐴/𝛿𝐴, see Sect. 4.4.1). The resulting
𝑆/𝑁 as a function of percentile 𝑃 is shown in Fig. 4.6. In this relation the
peaks at very high and low 𝑃 are reduced compared to those in the 𝐴(𝑃)
relation, since very low density troughs (and very high density ridges) tend
to cluster at the centres of large voids (or large clusters). This increases the
covariance between the lensing signals of the very deep troughs (or high
ridges), thereby increasing the error values. Another noteworthy difference
is that the smallest apertures have the highest 𝑆/𝑁 , while they have the
smallest amplitude. The reason for this, is that the number of data-points
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Figure 4.6: The signal to noise ratio, defined as 𝐴/𝛿𝐴, of the KiDS shear profiles as a function
of the density percentile 𝑃 . To obtain the optimal weight to stack the troughs and ridges, we
fit a standard 5th-order polynomial (solid lines) to the measured 𝐴/𝛿𝐴 values (points with
1𝜎 error bars). The resulting weight function 𝑤(𝑃) allows us to obtain a (positive) stacking
weight 𝑤P = |𝑤(𝑃)| for each individual lens.

inside the fitting range (1.2 𝜃A < 𝜃 < 70 arcmin) is larger for lower values
of 𝜃A. In the end this effect is of no consequence, since only the relative
difference in 𝑆/𝑁 between apertures of the same size are factored into the
weighting scheme.

We fit a 5th-order polynomial to the 𝐴/𝛿𝐴 values in order to find a
weight function 𝑤(𝑃) that provides a lens weight 𝑤P for every individual
aperture. We define the weight as the absolute value of this function:𝑤P =
|𝑤(𝑃)|, in order to obtain a positive weight for both ridges and troughs.
Finally, when we compute the combined lensing profile of all troughs or
ridges, we use these weights to scale the contribution of each lens to the
combined shear signal. The 𝑤P-value of each lens 𝑙 is incorporated into
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Eq. (4.2), such that it becomes:

𝛾P = 1
1 + 𝐾P

∑𝑙 (𝑤P,𝑙 ∑𝑠 𝑤𝑠𝜖t)
∑𝑙 (𝑤P,𝑙 ∑𝑠 𝑤𝑠) . (4.4)

In this way we give higher weights to troughs/ridges that provide a higher
𝑆/𝑁 , which thus contribute more heavily to the combined shear signal.
These same weights are also applied to the average multiplicative bias cor-
rection from Eq. (4.3):

𝐾𝑃 = ∑𝑙 (𝑤P,𝑙 ∑𝑠 𝑤𝑠𝑚𝑠)
∑𝑙 (𝑤P,𝑙 ∑𝑠 𝑤𝑠) . (4.5)

Likewise, the lens weight is incorporated into the uncertainty through the
calculation of the analytical covariance matrix (see Sect. 4.2.1).

We combine all troughs (ridges) into a single negative (positive) shear
signal using the weighting scheme described above. The optimally com-
bined KiDS and MICE lensing profiles are shown in Fig. 4.7, for different
aperture sizes 𝜃A. It is clear that the shear signal decreases for troughs/ridges
with larger apertures, because the lensing effect is strongerwhen light passes
more closely to the centre of the lens. For the KiDS-selected troughs and
ridges, this method results in a |𝑆/𝑁| = {17.1, 14.8, 10.0, 7.6} detection
of troughs with a size of 𝜃A = {5, 10, 15, 20} arcmin respectively, and a
|𝑆/𝑁| = {23.6, 19.9, 13.7, 11.0} detection of ridges of the same size. As
a comparison, the fiducial stack of troughs with the lowest 20% in den-
sity percentile 𝑃 would result in a |𝑆/𝑁| = {12.3, 10.7, 8.4, 5.7} detection
trough detection using the same dataset.

To allow for easier visual comparison between the shape of trough and
ridge profiles, we include the trough lensing signal with its sign flipped (i.e.
−𝛾t(𝑅)) in Fig. 4.7. We find that, for all aperture sizes, the shear result-
ing from ridges is stronger than that from troughs, which again indicates
skewness in the total density distribution. Like G16, we observe that the
difference between troughs and ridges is slightly increased for the smallest
apertures. This can be explained by the fact that non-linearities affect the
density field more strongly at smaller scales.

4.5 Redshift evolution

So farwehave studied troughswhich extend across the entire redshift range
of the GAMA galaxies (0 < 𝑧 < 0.5). We can, however, define troughs that
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cover only a part of this range, which allows us to study the evolution of
troughs and ridges over cosmic time. In this section we will define the fore-
ground galaxy and trough samples as a function of redshift, and discuss the
resulting lensing measurements.

4.5.1 Redshift dependent trough selection

To study the redshift evolution of troughs we create two foreground galaxy
samples, a low and a high redshift sample, which are used to select the low
and high redshift troughs. These two galaxy samples need to be physically
similar to ensure that the trough detection at different redshifts is not sub-
ject to bias. One requirement is that the two samples should consist of sim-
ilar galaxy populations, since different kinds of galaxiesmight be subject to
a varying amount of clustering. Another condition is that the number den-
sity of galaxies per comoving volume should be approximately equal for the
two samples. In order to meet these two requirements, we define a volume
limited sample of galaxies by applying a cut in redshift: 0.1 < 𝑧 < 0.3, and
in absolute 𝑟-bandmagnitude:𝑀r < −21.0. In this volume limited sample,
all galaxies visible at the lowest redshift (𝑧min = 0.1) are still observable up
to the maximum redshift limit (𝑧max = 0.3). Figure 4.8 shows the distri-
bution of GAMA galaxies as a function of redshift 𝑧 and absolute 𝑟-band
magnitude𝑀r, with coloured lines indicating the fiducial and volume lim-
ited galaxy samples.

When defining troughs as a function of redshift, we also need to take
into account their physical shape. A visualization of the trough geometry
is given by Fig. 4.9, which shows a 2D projection of the volumes that de-
fine the high and low redshift troughs. Inside these two conical frusta, the
projected number density of the low (high) redshift galaxy samples will be
measured in order to define the low (high) redshift troughs. The volumes
need to be separated at a redshift limit 𝑧lim, which corresponds to a co-
moving distance limit 𝐷lim. In order to obtain a consistent definition of
the troughs, 𝐷lim is chosen in such a way that the comoving lenghts of the
two volumes are equal:

𝐿low (= 𝐷lim − 𝐷min) = 𝐿high (= 𝐷max − 𝐷lim) . (4.6)

For our chosen redshift range: 0.1 < 𝑧 < 0.3, and the corresponding co-
moving distances (see Table 4.1) we find that 𝑧lim = 0.198, very close to
the ‘half-way’ redshift of 0.2. Of course 𝑧lim depends on our chosen values
for the cosmological parameters, but this effect is ∼ 1% at these low red-
shifts (for reasonable values of the cosmological parameters).
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Figure 4.8: The distribution of GAMA galaxies as a function of redshift 𝑧 (x-axis) and
absolute 𝑟-band magnitude 𝑀r (y-axis). The black line indicates the minimum 𝑀r of the
fiducial galaxy sample, while the blue line indicates the volume limited sample, divided into a
high and low redshift sample by the green lines.

In addition to having equal lengths, the cones need to have the same
radius. Selecting troughs to have equal physical radii will cause a decrease
in the galaxy density at lower redshifts (i.e. later cosmic times), caused by
the expansion of the Universe. Therefore, we select low and high redshift
troughs that have the same comoving radius 𝑅low and 𝑅high, by choos-
ing their opening angles 𝜃low and 𝜃high accordingly. Here we define 𝑅low
(𝑅high) as the comoving projected radial distance corresponding to 𝜃low
(𝜃high) at themean comoving distance𝐷low (𝐷high) of the GAMA galaxies
in the low (high) redshift sample3. In short:

𝑅low (= 𝜃low 𝐷low) = 𝑅high (= 𝜃high 𝐷high) , (4.7)

3We use the spectroscopic GAMA redshifts for this calculation, to avoid any possible
effects of photo-z scatter.
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Figure 4.9: A visualization of the trough selection as a function of redshift. The two conical
frusta used to define the low redshift troughs (light grey) and the high redshift troughs
(dark grey) are divided at the comoving distance limit 𝐷lim. In order to avoid a biased
trough selection, 𝐷lim is chosen such that both volumes have the same comoving lenght:
𝐿low = 𝐿high. Moreover, the opening angles 𝜃low and 𝜃high of the cones are chosen such
that the comoving projected radius 𝑅low (𝑅high) at the mean comoving distance 𝐷low
(𝐷high) of the low (high) redshift galaxies are the same.
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where 𝜃low is chosen from the fiducial aperture sizes: {5, 10, 15, 20} arcmin.
We find themeandistances:𝐷low = 653.5 ℎ−1

70Mpc and𝐷high = 1037 ℎ−1
70Mpc,

with corresponding high redshift trough radii: 𝜃high = {3.152, 6.303, 9.455,
12.61} arcmin. From these sizes we would like to select the smallest aper-
ture, since this provides the shear signal with the highest 𝑆/𝑁 (as seen in
Sect. 4.4.3). However, we also wish to avoid unreliable density estimates,
resulting from the low number of galaxies inside smaller apertures. We
therefore select a high redshift aperture size of 𝜃high = 6.303 arcmin, cor-
responding to 𝜃low = 10 arcmin. This ensures that 𝜃high is small, but still
slightly larger than our smallest fiducial aperture (𝜃𝐴 = 5 arcmin), which
has proved adequate in our results and those of G16. Both opening angles
correspond to a comoving projected radial distance𝑅A = 1.901 ℎ−1

70Mpc at
their respective distances, constituting the comoving sizes of the troughs/ridges.
The information on the low and high redshift galaxy samples is summa-
rized in Table 4.1.

4.5.2 Excess surface density measurements

When the lenses have a specified redshift 𝑧l, the measured shear depends
on the distance between the lens, the source and the observer. To correct for
this effect, we convert the shear profile 𝛾(𝜃) to the physical Excess Surface
Density (ESD) profile ΔΣ(𝑅) as a function of the physical projected sepa-
ration 𝑅. The ESD is defined as the surface mass density Σ(𝑅), subtracted
from the mean surface density Σ(< 𝑅) within that radius:

ΔΣ(𝑅) = Σ(< 𝑅) − Σ(𝑅) = Σcrit𝛾t(𝑅) . (4.8)

The conversion factor between the shear and the physical ESD is the critical
surface densityΣcrit, which is inversely proportional to the efficiency of the
gravitational lensing effect. It depends on the angular diameter distance
from the observer to the lens 𝐷(𝑧l), to the source 𝐷(𝑧s), and between the
lens and the source 𝐷(𝑧l, 𝑧s), as follows:

Σcrit = 𝑐2

4𝜋𝐺 ∫
∞

𝑧l+∆𝑧

𝐷(𝑧s)
𝐷(𝑧l) 𝐷(𝑧l, 𝑧s)𝑛(𝑧s) d𝑧s . (4.9)

Here 𝑐 denotes the speed of light and 𝐺 the gravitational constant. As the
lens redshifts 𝑧l of the low (high) redshift troughs, we use themean redshift
of the low (high) redshift galaxy sample which is used to define the troughs.
To estimate the redshifts 𝑧s of the sources, we use the redshift probability
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distribution 𝑛(𝑧s) of the full source population, determined using the di-
rect calibrationmethod described in Hildebrandt et al. (2017). This is done
to circumvent the bias inherent in individual photometric source redshift
estimates. We determine Σcrit by integrating over the part of the source
redshift probability distribution situated behind the lens (𝑧s > 𝑧l + Δ𝑧) in-
cluding a redshift bufferΔ𝑧 = 0.2, following the method described in Sect.
3.2 (Eq. 9) of Dvornik et al. (2017).

Since lenseswith ahigher lensing efficiency (= Σ−1
crit) produce a stronger

shear, we give them more weight in the combined ESD measurement. We
incorporate Σcrit into the total weight:

𝑊ls = 𝑤s (Σ−1
crit,ls)2 , (4.10)

which is used to calculate our combined ESD measurement as follows:

ΔΣ = 1
1 + 𝜇

∑𝑙𝑠 𝑊𝑙𝑠 Σcrit,𝑙𝑠 𝜖t,𝑙𝑠
∑𝑙𝑠 𝑊𝑙𝑠

. (4.11)

The correction for the multiplicative bias is weighted by the same total
weight.

The angular separation range 2 < 𝜃 < 100 arcmin, used to measure
the shear profiles in Sect. 4.4, corresponds to a physical projected sepa-
ration of 0.44 < 𝑅 < 22.24 ℎ−1

70Mpc at the mean angular diameter dis-
tance of the fiducial GAMA sample.We thereforemeasure the ESD profiles
of the low/high redshift troughs for 10 logarithmically spaced bins within
0.5 < 𝑅 < 20 ℎ−1

70Mpc. The reason we use only half the number of radial
bins, is that dividing the tracer galaxies as function of redshift results in
trough profiles with a lower 𝑆/𝑁 . Although it is customary to use physi-
cal distances to measure the ESD profile around galaxies and other bound
structures, the trough lensing measurements need to take the expansion of
the Universe into account. We therefore translate our physicalΔΣ(𝑅) pro-
files into the comoving surface density as a function of comoving radius,
by dividing each measured ΔΣ by (1 + 𝑧l)2, and multiplying each 𝑅 with
(1 + 𝑧l).

4.5.3 Results

We measure the comoving ESD profiles of the troughs/ridges selected at
different redshifts, and apply the same method of amplitude fitting and
weighted stacking as discussed in Sect. 4.4.2 and 4.4.3 to both theKiDS and
MICE data. The comoving radial fitting range is: 1.2 𝑅A < 𝑅 < 20 ℎ−1

70Mpc,
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where the maximum is based on the comoving projected distance corre-
sponding to 𝜃 < 70 arcmin (see Sect. 4.4.1) at themean distance of the fidu-
cial GAMA sample. In the left panel of Fig. 4.10 we again show the best-fit
amplitude 𝐴 (including 1𝜎 error bars derived from the full analytical co-
variance matrix) as a function of percentile 𝑃 , this time for the low and
high redshift troughs/ridges. For both the high and low redshift sample
the shape of the 𝐴(𝑃) relation resembles that of the fiducial sample: rising
gradually from negative 𝐴 at low 𝑃 , crossing the turn-over to positive 𝐴
at 𝑃 ≈ 0.6, and peaking at 𝑃 = 1. The observed relation is in reasonable
agreement with the prediction from 16 independent patches of the MICE
mocks. To assess whether there is a significant difference between themea-
surements of the low and high redshift troughs/ridges, we calculate the 𝜒2

between the amplitude difference and a null result, which is: 𝜒2 = 16.36.
Since the 𝐴(𝑃) measurements consist of 𝑁 = 10 data-points (correspond-
ing to a Cumulative Distribution Function with 10 − 1 = 9 degrees of free-
dom) this 𝜒2 corresponds to 1.88𝜎, whichmeans that there is no significant
difference.We verify that this is in agreement with the trough results based
on GAMA galaxies.

We again show the same𝐴 as a function of the overdensity 𝛿 in the right
panel of Fig. 4.10. Like for the fiducial troughs, the 𝐴(𝛿)-relation of both
troughs samples is approximately linear, and crosses the turn-over point
to positive 𝐴 approximately at the mean density (𝛿 ≈ 0) for both KiDS
and MICE. Looking more closely at the center of the figure actually shows
that both the KiDS andMICE results pass slightly below the origin, like we
observed for the fiducial trough amplitudes with 𝜃A = 5 arcmin (see Sect.
4.4.2). Because the overdensity is a measure of the galaxy number density,
this non-linear relation between 𝐴 and 𝛿 would, if the effect were physical,
signify a discrepancy between dark and luminous matter known as galaxy
bias. Again, there is no significant difference between the observed am-
plitudes at low and high redshift. For the MICE mocks, however, we can
see that the amplitude of the low redshift ridges (𝛿 > 0) is slightly higher
than that of the high redshift ridges. This is expected, since the clustering
of mass increases the height of ridges at later cosmic times. It is interesting
to note that, despite the observed difference in the lensing amplitude, the
low and high redshift troughs/ridges span approximately the same galaxy
overdensity range: −0.8 ≲ 𝛿 ≲ 1.5.
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4.5.4 Predictions for higher redshifts

The physical interpretation of the mock results in Fig. 4.10 would be that
the total density of ridges increases with cosmic time. This is expected,
since overdensities in the cosmic structure cluster over cosmic time, form-
ing higher ridges. Since this mass is accreted from more underdense re-
gions, these are expected to formdeeper troughs. The latter effect, however,
is not observed in the observations or the mocks between 0.1 < 𝑧 < 0.3. In
order to obtain a more solid interpretation of our results, we study the pre-
dictions from the MICE-GC mocks at even higher redshifts. As our galaxy
sample we use the same MICE mock galaxies with 𝑀r < −21, but with-
out a cut in apparent magnitude such that the sample is complete at every
redshift. Using this samplewe perform the same redshift dependent trough
selection as described in Sect. 4.5.1, but instead of dividing galaxies into two
redshift bins between 0.1 < 𝑧 < 0.3 we divide them into five redshift bins
between 0.1 < 𝑧 < 0.6. These five redshift slices of equal comoving length
have the following redshift limits: 𝑧lim = 0.1, 0.191, 0.286, 0.385, 0.489, 0.6.
As in Sect. 4.5.1 we wish to select the opening angles 𝜃A corresponding to
these redshifts, such that the comoving radii of the apertures are the same
and none of the angles is smaller than 5 arcmin. The chosen opening angles
of the troughs, 𝜃A = {20., 12.85, 9.45, 7.44, 6.14}, correspond to the same
comoving projected separation 𝑅A = 3.712 ℎ−1

70Mpc at the mean galaxy
distance in each redshift bin.

We perform the same measurement of the comoving ESD profiles, and
fit the same 𝐴/

√
𝑅 function to the results. In the left panel of Fig. 4.11 we

again show the best-fit amplitude 𝐴 of as a function of percentile 𝑃 , this
time for mock troughs/ridges in the five redshift bins. In the highest per-
centile bin (0.9 < 𝑃 < 1) we can see that the difference that was barely
visible in Fig. 4.10 has become a significant trend: as the redshift increases
to 𝑧 = 0.6, the ridge amplitude decreases. This trend can be better appre-
ciated in the right panel of Fig. 4.11, which shows the amplitude as a func-
tion of overdensity 𝛿: the absolute value of 𝐴 clearly decreases with red-
shift for the ridges. This effect is even slightly visible for the troughs where,
except for the second redshift bin (0.191 < 𝑧 < 0.286), 𝐴 continues to in-
crease with 𝑧. But while the comoving ESD amplitude range spanned by
the troughs/ridges increases with cosmic time, the span of the galaxy over-
density range slightly decreases for the ridges. This apparent increase in
the density contrast of the total mass distribution while that of the galaxy
distribution decreases, might again signify non-linear galaxy bias. Unfor-
tunately, as seen in Sect. 4.5.3, it is not yet possible to observationally mea-
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sure these small effects at high redshifts using the current lensing surveys.

4.6 Discussion and conclusion

We use the Kilo-Degree Survey (KiDS) to perform a weak gravitational
lensing study of troughs: circular projected underdensities in the cosmic
galaxy density field, following up on the work by Gruen et al. (2016, G16).
Wedefine the troughs using twodifferent foregroundgalaxy samples: 159,519
galaxies from the equatorial fields of theGalaxy andMassAssembly (GAMA)
survey, and a sample of 309,021 KiDS galaxies that is limited to photomet-
ric redshift 𝑧ANN < 0.5 and apparent magnitude 𝑚r < 20.2 in order to
mimic the GAMA selection. Both galaxy samples are limited to an abso-
lute magnitude 𝑀r < −19.67 in order to mimic the mock galaxy sample
from the MICE Grand Challenge (MICE-GC) lightcone simulation, which
is used to interpret our results. Following the fiducial trough definition of
G16 (apertures with a density percentile 𝑃(𝜃A) < 0.2), we detect a gravi-
tational lensing signal with a signal to noise of |𝑆/𝑁| = 12.3 for the KiDS
foreground sample and 12.0 for GAMA. Since the current KiDS area already
provides a more significant trough lensing detection than the GAMA sur-
vey, we mainly use KiDS for this work (although we confirm all our results
usingGAMA). As theKiDS survey progresses in the coming years, the avail-
able area will become even larger and less irregular. The coming KiDS data
release,which aims tomake a contiguous area of 900 deg2 available for lens-
ing studies, will likely reduce the systematic lensing effects found at large
scales and increase the detection significance of the trough signal (at most
by a factor of ∼ √900/180 = 2.24 compared to GAMA).

In addition to stacking only themost underdense/overdense 20% of the
apertures, we study troughs and ridges (overdensities) as a function of their
galaxy number density 𝑛g. By fitting the simple function 𝛾(𝜃) = 𝐴/

√
𝜃 to

the lensing signal in bins of increasing 𝑛g, we obtain the amplitude 𝐴 of
troughs and ridges as a function of density percentile 𝑃 and overdensity
𝛿. We discover that the turning point between negative and positive 𝐴 is
situated at 𝑃 ≈ 0.6 (and not at the median density 𝑃 = 0.5), while 𝐴(𝛿)
does generally pass through the origin (the mean density 𝛿 = 0). This indi-
cates that the non-linearities in the density field caused by structure forma-
tion, which are shown by the skewed distribution of 𝑛g (see Fig. 4.1), are
reflected in the total (baryonic + dark matter) density distribution mea-
sured by gravitational lensing. As expected, these non-linearities are more
prominent at smaller scales, i.e. for smaller trough radii. This conclusion is
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supported by mock trough profiles obtained from the MICE-GC lightcone
simulation, which show exactly the same trend.

We also use the amplitude 𝐴 and its 1𝜎 error 𝛿𝐴 to define the signal to
noise (𝑆/𝑁) of the lensing profiles as 𝐴/𝛿𝐴. The 𝑆/𝑁 as a function of 𝑃 is
used as a weight to optimally stack the shear profiles of all troughs/ridges,
in order to obtain the highest possible detection significance. The optimally
stacked lensing signals have |𝑆/𝑁| = {17.1, 14.8, 10.0, 7.6} for troughs with
a size of 𝜃A = {5, 10, 15, 20} arcmin, significantly higher than that of the
fiducial trough definition (|𝑆/𝑁| = {12.3, 10.7, 8.4, 5.7}). Inspecting the
optimally stacked trough and ridge profiles shows that the shear profiles of
ridges are much stronger than those of troughs, especially for the smallest
trough radius. This finding, which is in agreement with the results from the
MICE-GC mocks and the observations from G16, again reveals the skew-
ness of the total mass density distribution.

Finally we try to observe physical evolution of the density field, by per-
forming the trough selection in two redshift bins. We create a volume lim-
ited sample of foreground galaxies (𝑧 < 0.3 and𝑀r < −21), and split it into
a low (0.1 < 𝑧 < 0.198) and high (1.198 < 𝑧 < 0.3) redshift sample of equal
comoving length. By adjusting the opening angle 𝜃high of the high redshift
apertures, we ensure that the comoving projected radius of the troughs is
identical at both redshifts:𝑅 = 1.901 ℎ−1

70Mpc. Themeasurement of the Ex-
cess Surface Density (ESD) profiles provides the physical surface density
distributions of the troughs/ridges, taking into account their distances to
the KiDS source galaxies. After converting physical to comoving ESD pro-
files to correct them for the expansion of the Universe, we do not observe
a significant difference between the trough/ridge amplitudes 𝐴 as a func-
tion of𝑃 and 𝛿. Applying the samemethod to 16 independent patches of the
MICE-GCmock catalogue provides a reasonable agreementwith the obser-
vation, although the 𝐴(𝛿) relation of the mocks reveals a slight decrease in
the lensing amplitude of ridges with redshift. This increase in ridge height
with cosmic time is expected from the effects of clustering.

The question remains whether this trend continues at higher redshifts,
and whether the effects of clustering can also be observed in troughs. We
therefore use the MICE mock catalogue to gain more insight into our find-
ing, by extending our measurement to five redshift bins between 0.1 < 𝑧 <
0.6. The comoving ESD amplitude of themock ridges continues to decrease
with redshift, indicating that the increasing ridge height with cosmic time
is an actual trend. In themockmeasurements at high redshifts, we can even
find a trace of the corresponding deepening of troughs with cosmic time.
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Future efforts using the increasing KiDS area and DES area+depth, or up-
coming surveys like Euclid and the LSST, might be able to observationally
measure this effect.
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Abstract:
Verlinde (2016) proposed that the observed excess gravity in galaxies and
clusters is the consequence of Emergent Gravity (EG). In this theory the
standard gravitational laws are modified on galactic and larger scales due
to the displacement of dark energy by baryonic matter. EG gives an esti-
mate of the excess gravity (described as an apparent dark matter density)
in terms of the baryonic mass distribution and the Hubble parameter. In
this work we present the first test of EG using weak gravitational lensing,
within the regime of validity of the current model. Although there is no
direct description of lensing and cosmology in EG yet, we can make a rea-
sonable estimate of the expected lensing signal of low redshift galaxies by
assuming a backgroundΛCDM cosmology. Wemeasure the (apparent) av-
erage surface mass density profiles of 33, 613 isolated central galaxies, and
compare them to those predicted by EG based on the galaxies’ baryonic
masses. To this end we employ the ∼ 180 deg2 overlap of the Kilo-Degree
Survey (KiDS) with the spectroscopic Galaxy AndMass Assembly (GAMA)
survey. We find that the prediction from EG, despite requiring no free pa-
rameters, is in good agreement with the observed galaxy-galaxy lensing
profiles in four different stellar mass bins. Although this performance is
remarkable, this study is only a first step. Further advancements on both
the theoretical framework and observational tests of EG are needed before
it can be considered a fully developed and solidly tested theory.
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5.1 Introduction

In the past decades, astrophysicists have repeatedly found evidence that
gravity on galactic and larger scales is in excess of the gravitational poten-
tial that can be explained by visible baryonic matter within the framework
of General Relativity (GR). The first evidence through the measurements
of the dynamics of galaxies in clusters (Zwicky 1937) and the Local Group
(Kahn and Woltjer 1959), and through observations of galactic rotation
curves (inside the optical disks by Rubin 1983, and far beyond the disks
in hydrogen profiles by Bosma 1981) has been confirmed by more recent
dynamical observations (Martinsson et al. 2013; Rines et al. 2013). Fur-
thermore, entirely different methods like gravitational lensing (Hoekstra
et al. 2004; Mandelbaum 2015; von der Linden et al. 2014; Hoekstra et al.
2015) of galaxies and clusters, Baryon Acoustic Oscillations (BAO’s, Eisen-
stein et al. 2005; Blake et al. 2011) and the cosmic microwave background
(CMB, Spergel et al. 2003; Planck XIII 2016) have all acknowledged the
necessity of an additional mass component to explain the excess gravity.
This interpretation gave rise to the idea of an invisible dark matter (DM)
component, which now forms an important part of our standard model of
cosmology. In our current ΛCDM model the additional mass density (the
density parameter ΩCDM = 0.266 found by Planck XIII 2016) consists of
cold (non-relativistic) DM particles, while the energy density in the cosmo-
logical constant (Ω𝛬 = 0.685) explains the observed accelerating expansion
of the universe. In this paradigm, the spatial structure of the sub-dominant
baryonic component (with Ωb = 0.049) broadly follows that of the DM.
When a DM halo forms through the gravitational collapse of a small den-
sity perturbation (Peebles and Yu 1970) baryonic matter is pulled into the
resulting potential well, where it cools to form a galaxy in the centre (White
and Rees 1978). In this framework the excess mass around galaxies and
clusters, which is measured through dynamics and lensing, has hitherto
been interpreted as caused by this DM halo.

In this paper we test the predictions of a different hypothesis concern-
ing the origin of the excess gravitational force: the Verlinde (2017) model
of Emergent Gravity (EG). Generally, EG refers to the idea that spacetime
and gravity are macroscopic notions that arise from an underlying micro-
scopic description in which these notions have no meaning. Earlier work
on the emergence of gravity has indicated that an area law for gravita-
tional entropy is essential to derive Einstein’s laws of gravity (Jacobson
1995; Padmanabhan 2010; Verlinde 2011; Faulkner et al. 2014; Jacobson
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2016). But due to the presence of positive dark energy in our universe Ver-
linde (2017) argues that, in addition to the area law, there exists a volume
law contribution to the entropy. This new volume law is thought to lead to
modifications of the emergent laws of gravity at scales set by the ‘Hubble
acceleration scale’ 𝑎0 = 𝑐𝐻0, where 𝑐 is the speed of light and𝐻0 the Hub-
ble constant. In particular, Verlinde (2017) claims that the gravitational
force emerging in the EG framework exceeds that of GR on galactic and
larger scales, similar to the MOND phenomenology (Modified Newtonian
Dynamics, Milgrom 1983) that provides a successful description of galactic
rotation curves (e.g. McGaugh et al. 2016). This excess gravity can bemod-
elled as a mass distribution of apparent DM, which is only determined by
the baryonic mass distribution𝑀𝑏(𝑟) (as a function of the spherical radius
𝑟) and the Hubble constant 𝐻0. In a realistic cosmology, the Hubble pa-
rameter 𝐻(𝑧) is expected to evolve with redshift 𝑧. But because EG is only
developed for present-day de Sitter space, any predictions on cosmologi-
cal evolution are beyond the scope of the current theory. The approxima-
tion used by Verlinde (2017) is that our universe is entirely dominated by
dark energy, which would imply that𝐻(𝑧) indeed resembles a constant. In
any case, a viable cosmology should at least reproduce the observed val-
ues of 𝐻(𝑧) at low redshifts, which is the regime that is studied in this
work. Furthermore, at low redshifts the exact specifics of the cosmologi-
cal evolution have a negligible effect on our measurements. Therefore, to
calculate distances from redshifts throughout this work, we can adopt an
effective ΛCDM background cosmology with Ωm = 0.315 and Ω𝛬 = 0.685
(Planck XIII 2016), without significantly affecting our results. To calculate
the distribution of apparentDM,weuse the value of𝐻0 = 70 km s−1Mpc−1.
Throughout the paper we use the following definition for the reducedHub-
ble constant: ℎ ≡ ℎ70 = 𝐻0/(70 km s−1Mpc−1).

Because, as mentioned above, EG gives an effective description of GR
(with apparent DM as an additional component), we assume that a gravita-
tional potential affects the pathway of photons as it does in the GR frame-
work. This means that the distribution of apparent DM can be observed
using the regular gravitational lensing formalism. In this work we test the
predictions of EG specifically relating to galaxy-galaxy lensing (GGL): the
coherent gravitational distortion of light from a field of background galax-
ies (sources) by the mass of a foreground galaxy sample (lenses) (see e.g.
Fischer et al. 2000; Hoekstra et al. 2004; Mandelbaum et al. 2006b; Ve-
lander et al. 2014; van Uitert et al. 2016). Because the prediction of the
gravitational potential in EG is currently only valid for static, spherically
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symmetric and isolated baryonic mass distributions, we need to select our
lenses to satisfy these criteria. Furthermore, asmentioned above, the lenses
should be at relatively low redshifts since cosmological evolution is not yet
implemented in the theory. To find a reliable sample of relatively isolated
foreground galaxies at low redshift, we select our lenses from the very com-
plete spectroscopic Galaxy AndMass Assembly survey (GAMA,Driver et al.
2011). In addition, GAMA’s stellar mass measurements allow us to test the
prediction of EG for four galaxy sub-samples with increasing stellar mass.
The background galaxies, used to measure the lensing effect, are observed
by the photometric Kilo-Degree Survey (KiDS, de Jong et al. 2013), which
was specifically designed with accurate shape measurements in mind.

In Sect. 5.2 of this paper we explain howwe select andmodel our lenses.
In Sect. 5.3 we describe the lensing measurements. In Sect. 5.4 we intro-
duce the EG theory and derive its prediction for the lensing signal of our
galaxy sample. In Sect. 5.5 we present the measured GGL profiles and our
comparison with the predictions from EG and ΛCDM. The discussion and
conclusions are described in Sect. 5.6.

5.2 GAMA lens galaxies

The prediction of the gravitational potential in EG that is tested in this work
is only valid for static, spherically symmetric and isolated baryonic mass
distributions (see Sect. 5.4). Ideally we would like to find a sample of iso-
lated lenses, but since galaxies are clustered we cannot use GAMA to find
galaxies that are truly isolated. Instead we use the survey to construct a
sample of lenses that dominate their surroundings, and a galaxy sample
that allows us to estimate the small contribution arising from their nearby
low-mass galaxies (i.e. satellites). The GAMA survey (Driver et al. 2011) is
a spectroscopic survey with the AAOmega spectrograph mounted on the
Anglo-Australian Telescope. In this study, we use the GAMA II (Liske et al.
2015) observations over three equatorial regions (G09, G12 and G15) that
together span ∼ 180 deg2. Over these regions, the redshifts and properties
of 180,960galaxies1 aremeasured. These data have a redshift completeness
of 98.5% down to a Petrosian 𝑟-band magnitude of 𝑚r = 19.8. This is very
useful to accurately determine the positional relation between galaxies, in
order to find a suitable lens sample.

1These are all galaxies with redshift quality 𝑛Q ≥ 2. However, the recommended red-
shift quality of GAMA (that we use in our analysis) is 𝑛Q ≥ 3.
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5.2.1 Isolated galaxy selection

To select foreground lens galaxies suitable for our study, we consult the
7th GAMAGalaxy Group Catalogue (G3Cv7) which is created by Robotham
et al. (2011) using a Friends-of-Friends (FoF) group finding algorithm. In
this catalogue, galaxies are classified as either the Brightest Central Galaxy
(BCG) or a satellite of a group, depending on their luminosity and their
mutual projected and line-of-sight distances. In cases where there are no
other galaxies observedwithin the linking lengths, the galaxy remains ‘non-
grouped’ (i.e., it is not classified as belonging to any group). Mock galaxy
catalogues,whichwere producedusing theMillenniumDMsimulation (Springel
et al. 2005b) and populated with galaxies according to the semi-analytical
galaxy formation recipe ‘GALFORM’ (Bower et al. 2006), are used to cali-
brate these linking lengths and test the resulting group properties.

However, since GAMA is a flux-limited survey, it does not include the
satellites of the faintest observed GAMA galaxies when these are fainter
than the flux limit. Many fainter galaxies are therefore classified as non-
grouped, whereas they are in reality BCGs. This selection effect is illus-
trated in Fig. 5.1, which shows that the number of non-grouped galaxies
rises towards faint magnitudes whereas the number of BCGs peaks well
before. The only way to obtain a sample of ‘isolated’ GAMA galaxies with-
out satellites as bright as 𝑓𝐿 times their parents luminosity, would be to
select only non-grouped galaxies brighter than 1/𝑓L times the flux limit
(illustrated in Fig. 5.1 for 𝑓L = 0.1). Unfortunately such a selection leaves
too small a sample for a useful lensing measurement. Moreover, we sus-
pect that in some cases observational limitations may have prevented the
detection of satellites in this sample aswell. Instead, we use this selection to
obtain a reasonable estimate of the satellite distribution around the galax-
ies in our lens sample. Because the mass of the satellites is approximately
spherically distributed around the BCG, and is sub-dominant compared to
the BCG’s mass, we can still model the lensing signal of this component us-
ing the EG theory. How wemodel the satellite distribution and its effect on
the lensing signal is described in Sect. 5.2.2 and Sect. 5.4.3 respectively.

Because centrals are only classified as BCGs if their satellites are de-
tected, whereas non-grouped galaxies are likely centrals with no observed
satellites, we adopt the name ‘centrals’ for the combined sample of BCGs
and non-grouped galaxies (i.e. all galaxies which are not satellites). As our
lens sample, we select galaxies which dominate their surroundings in three
ways: (i) they are centrals, i.e. not classified as satellites in theGAMAgroup
catalogue; (ii) they have stellar masses below 1011 ℎ−1

70M⊙, since we find
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Figure 5.1: The magnitude distribution of non-grouped galaxies (dark grey) and BCGs (light
grey). The dashed line indicates the selection that removes galaxies which might have a satel-
lite beyond the visible magnitude limit. These hypothetical satellites have at most a fraction
𝑓L = 0.1 of the central galaxy luminosity, corresponding to the magnitude limit: 𝑚r < 17.3.
We use this ‘nearby’ sample to obtain a reliable estimate of the satellite distribution around
our centrals.

that galaxies with higher stellar mass have significantly more satellites (see
Sect. 5.2.2); and (iii) they are not affected bymassive neighbouring groups,
i.e. there is no central galaxy within 3 ℎ−1

70Mpc (which is the maximum ra-
dius of our lensing measurement, see Sect. 5.3). This last selection sup-
presses the contribution of neighbouring centrals (known as the ‘2-halo
term’ in the standard DM framework) to our lensing signal, which is visi-
ble at scales above ∼ 1 ℎ−1

70Mpc.
Furthermore, we only select galaxies with redshift quality 𝑛Q ≥ 3, in

accordance with the standard recommendation by GAMA. After these four
cuts (central, no neighbouring centrals, 𝑀∗ < 1011 ℎ−1

70M⊙ and 𝑛Q ≥ 3)
our remaining sample of ‘isolated centrals’ amounts to 33, 613 lenses.

5.2.2 Baryonic mass distribution

Because there exists no DM component in the Verlinde (2017) framework
of EG, the gravitational potential originates only from the baryonic mass
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distribution. Therefore, in order to determine the lensing signal of our galax-
ies as predicted by EG (see Sect. 5.4), we need to know their baryonic mass
distribution. In this work we consider two possible models: the point mass
approximation and an extendedmass profile.We expect the pointmass ap-
proximation to be valid, given that (i) the bulk mass of a galaxy is enclosed
within the minimum radius of our measurement (𝑅min = 30 ℎ−1

70kpc), and
(ii) our selection criteria ensure that our isolated centrals dominate the
total mass distribution within the maximum radius of our measurement
(𝑅max = 3 ℎ−1

70Mpc). If these two assumptions hold, the entire mass dis-
tribution of the isolated centrals can be described by a simple point mass.
This allows us to analytically calculate the lensing signal predicted by EG,
based on only one observable: the galaxies’ mass 𝑀g, which consists of a
stellar and a cold gas component. To asses the sensitivity of our interpre-
tation to the mass distribution, we compare the predicted lensing signal of
the point mass to that of an extended mass distribution. This more realis-
tic extended mass profile consists of four components: stars, cold gas, hot
gas and satellites, which all have an extended density profile. In the follow-
ing sections we review each component, andmake reasonable assumptions
regarding their model profiles and corresponding input parameters.

Stars and cold gas

To determine the baryonic masses 𝑀g of the GAMA galaxies, we use their
stellar masses 𝑀∗ from version 19 of the stellar mass catalogue, an up-
dated version of the catalogue created by Taylor et al. (2011b). These stel-
lar masses are measured from observations of the Sloan Digital Sky Survey
(SDSS, Abazajian et al. 2009) and the VISTA Kilo-Degree Infrared Galaxy
survey (VIKING, Edge et al. 2013), by fitting Bruzual and Charlot (2003)
stellar population synthesismodels to the ugrizZYJHK spectral energy dis-
tributions (constrained to the rest frame wavelength range 3,000-11,000
Å). We correct 𝑀∗ for flux falling outside the automatically selected aper-
ture using the ‘flux-scale’ parameter, following the procedure discussed in
Taylor et al. (2011b).

In these models, the stellar mass includes the mass locked up in stel-
lar remnants, but not the gas recycled back into the interstellar medium.
Because the mass distribution of gas in our galaxies is not measured, we
can only obtain realistic estimates from literature. There are two contribu-
tions to consider: cold gas consisting of atomic hydrogen (HI), molecular
hydrogen (H2) and helium, and hot gas consisting of ionized hydrogen and
helium. Most surveys find that the mass in cold gas is highly dependent on
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the galaxies’ stellar mass. For low-redshift galaxies (𝑧 < 0.5) the mass in
HI (H2) ranges from 20−30% (8−10%) of the stellar mass for galaxies with
𝑀∗ = 1010M⊙, dropping to 5−10% (4−5%) for galaxies with𝑀∗ = 1011M⊙
(Saintonge et al. 2011; Catinella et al. 2013; Boselli et al. 2014; Morokuma-
Matsui and Baba 2015). Therefore, in order to estimate the mass of the
cold gas component, we consider a cold gas fraction 𝑓cold which depends
on the measured 𝑀∗ of our galaxies. We use the best-fit scaling relation
found by Boselli et al. (2014) using the Herschel Reference Survey (Boselli
et al. 2010):

log (𝑓cold) = log (𝑀cold/𝑀∗) = −0.69 log(𝑀∗) + 6.63 . (5.1)

In this relation, the total cold gas mass 𝑀cold is defined as the combina-
tion of the atomic and molecular hydrogen gas, including an additional
30% contribution of helium:𝑀cold = 1.3 (𝑀HI + 𝑀H2

). With amaximum
measured radius of ∼ 1.5 times the effective radius of the stellar compo-
nent, the extent of the cold gas distribution is very similar to that of the
stars (Pohlen et al. 2010; Crocker et al. 2011; Mentuch Cooper et al. 2012;
Davis et al. 2013). We therefore consider the stars and cold gas to form a
single galactic mass distribution with:

𝑀g = (𝑀∗ + 𝑀cold) = 𝑀∗(1 + 𝑓cold) . (5.2)

For both the point mass and the extendedmass profile, we use this galactic
mass 𝑀g to predict the lensing signal in the EG framework.

In the point mass approximation, the total density distribution of our
galaxies consists of a point source with itsmass corresponding to the galac-
tic mass 𝑀g of the lenses. For the extended mass profile, we use 𝑀g as an
input parameter for the density profile of the ‘stars and cold gas’ compo-
nent. Because starlight traces themass of this component, we use the Sérsic
intensity profile (Sérsic 1963; Sersic 1968) as a reasonable approximation
of the density:

𝐼S(𝑟) ∝ 𝜌S(𝑟) = 𝜌e exp {−𝑏n [( 𝑟
𝑟e

)
1/𝑛

− 1]} . (5.3)

Here 𝑟e is the effective radius, 𝑛 is the Sérsic index, and 𝑏n is defined such
that Γ(2𝑛) = 2𝛾(2𝑛, 𝑏n). The Sérsic parameters were measured for 167, 600
galaxies by Kelvin et al. (2012) on the UKIRT Infrared Deep Sky Survey
LargeArea Survey images fromGAMAand the𝑢𝑔𝑟𝑖𝑧𝑌 𝐽𝐻𝐾 images of SDSS
DR7 (where we use the parameter values as measured in the 𝑟-band). Of
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Table 5.1: For each stellar mass bin, this table shows the number 𝑁 and mean redshift ⟨𝑧l⟩
of the galaxy sample. Next to these, it shows the corresponding measured input parameters
of the ESD profiles in EG: the mean stellar mass ⟨𝑀∗⟩, galactic mass ⟨𝑀g⟩, effective radius
⟨𝑟e⟩, Sérsic index ⟨𝑛⟩, satellite fraction ⟨𝑓sat⟩ and satellite radius ⟨𝑟sat⟩ of the centrals. All
masses are displayed in units of log10(𝑀/ ℎ−1

70 M⊙) and all lengths in ℎ−1
70 kpc.

𝑀∗-bin 𝑁 ⟨𝑧l⟩ ⟨𝑀∗⟩ ⟨𝑀g⟩ ⟨𝑟e⟩ ⟨𝑛⟩ ⟨𝑓sat⟩ ⟨𝑟sat⟩
8.5 − 10.5 14974 0.22 10.18 10.32 3.58 1.66 0.27 140.7
10.5 − 10.8 10500 0.29 10.67 10.74 4.64 2.25 0.25 143.9
10.8 − 10.9 4076 0.32 10.85 10.91 5.11 2.61 0.29 147.3
10.9 − 11 4063 0.33 10.95 11.00 5.56 3.04 0.32 149.0

these galaxies, 69, 781 are contained in our GAMA galaxy catalogue. Al-
though not all galaxies used in this work (the 33, 613 isolated centrals) have
Sérsic parameter measurements, we can obtain a realistic estimate of the
mean Sérsic parameter values of our chosen galaxy samples. We use 𝑟e
and 𝑛 equal to the mean value of the galaxies for which they are measured
within each sample, in order to model the density profile 𝜌S(𝑟) of each full
galaxy sample. This profile is multiplied by the effective mass density 𝜌e,
which is defined such that the mass integrated over the full 𝜌S(𝑟) is equal
to the mean galactic mass ⟨𝑀g⟩ of the lens sample. The mean measured
values of the galactic mass and Sérsic parameters for our galaxy samples
can be found in Table 5.1.

Hot gas

Hot gas has a more extended density distribution than stars and cold gas,
and is generallymodelled by the𝛽-profile (e.g. Cavaliere andFusco-Femiano
1976; Mulchaey 2000):

𝜌hot(𝑟) = 𝜌core

(1 + (𝑟/𝑟core)2)
3𝛽
2

, (5.4)

whichprovides a fair description ofX-ray observations in clusters and groups
of galaxies. In this distribution 𝑟core is the core radius of the hot gas. The
outer slope is characterised by 𝛽, which for a hydrostatic isothermal sphere
corresponds to the ratio of the specific energy in galaxies to that in the hot
gas (see e.g. Mulchaey 2000, for a review). Observations of galaxy groups
indicate 𝛽 ∼ 0.6 (Sun et al. 2009). Fedeli (2014) found similar results us-
ing the Overwhelmingly Large Simulations (OWLS, Schaye et al. 2010) for
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the range in stellar masses that we consider here (i.e. with 𝑀∗ ∼ 1010 −
1011 ℎ−1

70M⊙). We therefore adopt 𝛽 = 0.6. Moreover, Fedeli (2014) esti-
mate that the mass in hot gas is at most 3 times that in stars. As the X-
ray properties from the OWLS model of active galactic nuclei match X-ray
observations well (McCarthy et al. 2010) we adopt 𝑀hot = 3⟨𝑀∗⟩. Fedeli
(2014) find that the simulations suggest a small core radius 𝑟core (i.e. even
smaller than the transition radius of the stars). This implies that 𝜌hot(𝑟) is
effectively described by a single power law. Observations show a range in
core radii, but typical values are tens of kpc (e.g. Mulchaey et al. 1996) for
galaxy groups. We take 𝑟c = 𝑟e, which is relatively small in order to give
an upper limit; a larger value would reduce the contribution of hot gas, and
thus move the extended mass profile closer to the point mass case. We de-
fine the amplitude 𝜌core of the profile such that the mass integrated over
the full 𝜌hot(𝑟) distribution is equal to the total hot gas mass 𝑀hot.

Satellites

As described in 5.2.1 we use our nearby (𝑚r < 17.3) sample of centrals
(BCGs and non-grouped galaxies) to find that most of the non-grouped
galaxies in the GAMA catalogue might not be truly isolated, but are likely
to have satellites beyond the visiblemagnitude limit. Fortunately, satellites
are a spherically distributed, sub-dominant component of the lens, which
means its (apparent) mass distribution can be described within EG. In or-
der to assess the contribution of these satellites to our lensing signal, we
first need tomodel their average baryonicmass distribution.We follow van
Uitert et al. (2016) by modelling the density profile of satellites around the
central as a double power law2:

𝜌sat(𝑟) = 𝜌sat
(𝑟/𝑟sat)(1 + 𝑟/𝑟sat)2 , (5.5)

where 𝜌sat is the density and 𝑟sat the scale radius of the satellite distribu-
tion. The amplitude 𝜌sat is chosen such that the mass integrated over the
full profile is equal to the mean total mass in satellites ⟨𝑀sat

∗ ⟩ measured
around our nearby sample of centrals. By binning these centrals according
to their stellar mass 𝑀cen

∗ we find that, for centrals within 109 < 𝑀cen
∗ <

1011 ℎ−1
70M⊙, the total mass in satellites can be approximated by a fraction

2Although this double power law is mathematically equivalent to the Navarro-Frenk-
White profile (Navarro et al. 1995) which describes virialized DM halos, it is in our case
not related to any (apparent) DM distribution. It is merely an empirical fit to the measured
distribution of satellite galaxies around their central galaxy.
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𝑓sat = ⟨𝑀sat
∗ ⟩/⟨𝑀cen

∗ ⟩ ∼ 0.2 − 0.3. However, for centrals with masses
above 1011 ℎ−1

70M⊙ the satellite mass fraction rapidly rises to 𝑓sat ∼ 1 and
higher. For this reason, we choose to limit our lens sample to galaxies be-
low 1011 ℎ−1

70M⊙. As the value of the scale radius 𝑟sat, we pick the half-mass
radius (the radius which contains half of the total mass) of the satellites
around the nearby centrals. The mean measured mass fraction ⟨𝑓sat⟩ and
half-mass radius ⟨𝑟sat⟩ of satellites around centrals in our four𝑀∗-bins can
be found in Table 5.1.

5.3 Lensing measurement

According toGR, the gravitational potential of amass distribution leaves an
imprint on the path of travelling photons. As discussed in Sect. 5.1, EG gives
an effective description of GR (where the excess gravity from apparent DM
detailed in Verlinde 2017 is an additional component). We therefore work
under the assumption that a gravitational potential (including that of the
predicted apparent DMdistribution) has the exact same effect on light rays
as in GR. Thus, by measuring the coherent distortion of the images of far-
away galaxies (sources), we can reconstruct the projected (apparent) mass
distribution (lens) between the background sources and the observer. In
the case of GGL, a large sample of foreground galaxies acts as the gravita-
tional lens (for a general introduction, see e.g. Bartelmann and Schneider
2001; Schneider et al. 2006). Because the distortion of the source images
is only ∼ 1% of their intrinsic shape, the tangential shear 𝛾𝑡 (which is the
source ellipticity tangential to the line connecting the source and the centre
of the lens) is averaged for many sources within circular annuli around the
lens centre. This measurement provides us with the average shear ⟨𝛾t⟩(𝑅)
as a function of projected radial distance 𝑅 from the lens centres. In GR,
this quantity is related to the Excess Surface Density (ESD) profileΔΣ(𝑅).
Using our earlier assumption, we can also use the samemethodology to ob-
tain the ESD of the apparent DM in the EG framework. The ESD is defined
as the average surface mass density ⟨Σ⟩(< 𝑅) within 𝑅, minus the surface
density Σ(𝑅) at that radius:

ΔΣ(𝑅) = ⟨Σ⟩(< 𝑅) − Σ(𝑅) = ⟨𝛾t⟩(𝑅) Σcrit . (5.6)

Here Σcrit is the critical surface mass density at the redshift of the lens:

Σcrit = 𝑐2

4𝜋𝐺
𝐷(𝑧s)

𝐷(𝑧l) 𝐷(𝑧l, 𝑧s) , (5.7)
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a geometrical factor that is inversely proportional to the strength of the
lensing effect. In this equation 𝐷(𝑧l) and 𝐷(𝑧s) are the angular diameter
distances to the lens and source respectively, and 𝐷(𝑧l, 𝑧s) is the distance
between the lens and the source.

For a more extensive discussion of the GGL method and the role of the
KiDS and GAMA surveys therein, we refer the reader to previous KiDS-
GAMA lensing papers: Sifón et al. (2015); van Uitert et al. (2016); Brouwer
et al. (2016) and especially Sect. 3 of Viola et al. (2015).

5.3.1 KiDS source galaxies

The background sources used in our GGL measurements are observed by
KiDS (de Jong et al. 2013). The KiDS photometric survey uses the Omega-
CAM instrument (Kuijken 2011) on the VLT Survey Telescope (Capacci-
oli and Schipani 2011) which was designed to provide a round and uni-
form point spread function (PSF) over a square degree field of view, specif-
ically with weak lensing measurements in mind. Of the currently available
454 deg2 area from the ‘KiDS-450’ data release (Hildebrandt et al. 2017)
we use the ∼ 180 deg2 area that overlaps with the equatorial GAMA fields
(Driver et al. 2011). After masking bright stars and image defects, 79% of
our original survey overlap remains (de Jong et al. 2015).

The photometric redshifts of the background sources are determined
from𝑢𝑔𝑟𝑖photometry as described inKuijken et al. (2015) andHildebrandt
et al. (2017). Due to the bias inherent in measuring the source redshift
probability distribution 𝑝(𝑧s) of each individual source (as was done in
the previous KiDS-GAMA studies), we instead employ the source redshift
number distribution 𝑛(𝑧s) of the full population of sources. The individual
𝑝(𝑧s) is still measured, but only to find the ‘best’ redshift 𝑧B at the 𝑝(𝑧s)-
peak of each source. FollowingHildebrandt et al. (2017) we limit the source
sample to: 𝑧B < 0.9. We also use 𝑧B in order to select sources which lie suf-
ficiently far behind the lens: 𝑧B > 𝑧l + 0.2. The 𝑛(𝑧s) is estimated from a
spectroscopic redshift sample, which is re-weighted to resemble the pho-
tometric properties of the appropriate KiDS galaxies for different lens red-
shifts (for details, see Sect. 3 of Hildebrandt et al. 2017 and van Uitert et al.
2016). We use the 𝑛(𝑧) distribution behind the lens for the calculation of
the critical surface density from Eq. (5.7):

Σ−1
crit = 4𝜋𝐺

𝑐2 𝐷(𝑧l)
∞

∫
𝑧l+0.2

𝐷(𝑧l, 𝑧s)
𝐷(𝑧s) 𝑛(𝑧l, 𝑧s) d𝑧s , (5.8)
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By assuming that the intrinsic ellipticities of the sources are randomly ori-
ented, ⟨𝛾t⟩ from Eq. (5.6) can be approximated by the average tangential
ellipticity ⟨𝜖t⟩ given by:

𝜖t = −𝜖1 cos(2𝜙) − 𝜖2 sin(2𝜙) , (5.9)

where 𝜖1 and 𝜖2 are the measured source ellipticity components, and 𝜙 is
the angle of the source relative to the lens centre (both with respect to the
equatorial coordinate system). The measurement of the source ellipticities
is performed on the 𝑟-band data, which is observed under superior observ-
ing conditions compared to the other bands (de Jong et al. 2015; Kuijken
et al. 2015). The images are reduced by the ʖʊʇʎʋ pipeline (Erben et al. 2013
as described in Hildebrandt et al. 2017). The sources are detected from
the reduced images using the SEʚʖʔʃʅʖʑʔ algorithm (Bertin and Arnouts
1996), whereafter the ellipticities of the source galaxies aremeasured using
the improved self-calibrating lensfit code (Miller et al. 2007, 2013b; Fenech
Conti et al. 2017). Each shape is assigned a weight 𝑤s that reflects the re-
liability of the ellipticity measurement. We incorporate this lensfit weight
and the lensing efficiency Σ−1

crit into the total weight:

𝑊ls = 𝑤sΣ−2
crit , (5.10)

which is applied to each lens-source pair. This factor down-weights the
contribution of sources that have less reliable shape measurements, and
of lenses with a redshift closer to that of the sources (which makes them
less sensitive to the lensing effect).

Inside each radial bin 𝑅, the weights and tangential ellipticities of all
lens-source pairs are combined according to Eq. (5.6) to arrive at the ESD
profile:

ΔΣ(𝑅) = 1
1 + 𝐾

∑𝑙𝑠 𝑊𝑙𝑠𝜖tΣcrit,𝑙
∑𝑙𝑠 𝑊𝑙𝑠

. (5.11)

In this equation, 𝐾 is the average correction of the multiplicative bias 𝑚
on the lensfit shear estimates. The values of𝑚 are determined using image
simulations (Fenech Conti et al. 2017) for 8 tomographic redshift slices be-
tween 0.1 ≤ 𝑧B < 0.9 (Dvornik et al., in prep). The average correction is
computed for the lens-source pairs in each respective redshift slice as fol-
lows:

𝐾 = ∑𝑙𝑠 𝑊𝑙𝑠𝑚𝑠
∑𝑙𝑠 𝑊𝑙𝑠

, (5.12)

where the mean value of 𝐾 over the entire source redshift range is −0.014.
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We also correct the ESD for systematic effects that arise from the resid-
ual shape correlations due to PSF anisotropy. This results in non-vanishing
contributions to the ESD signal on large scales and at the survey edges,
because the averaging is not done over all azimuthal angles. This spuri-
ous signal can be determined by measuring the lensing signal around ran-
dom points. We use ∼ 18 million locations from the GAMA random cata-
logue, and find that the resulting signal is small (below 10% for scales up
to ∼ 1 ℎ−1

70Mpc). We subtract the lensing signal around random locations
from all measured ESD profiles.

Following previous KiDS-GAMA lensing papers, we measure the ESD
profile for 10 logarithmically spaced radial binswithin 0.02 < 𝑅 < 2 ℎ−1

100Mpc,
where our estimates of the signal and uncertainty are thoroughly tested3.
However, since we work with the ℎ ≡ ℎ70 definition, we use the approxi-
mately equivalent 0.03 < 𝑅 < 3 ℎ−1

70Mpc as our radial distance range. The
errors on the ESD values are given by the diagonal of the analytical covari-
ance matrix. Section 3.4 of Viola et al. (2015) includes the computation of
the analytical covariance matrix and shows that, up to a projected radius
of𝑅 = 2 ℎ−1

100Mpc, the square root of the diagonal is in agreement with the
error estimate from bootstrapping.

5.4 Lensing signal prediction

According to Verlinde (2017), the gravitational potentialΦ(𝑟) caused by the
enclosed baryonic mass distribution 𝑀b(𝑟) exceeds that of GR on galactic
and larger scales. In addition to the normal GR contribution of 𝑀b(𝑟) to
Φ(𝑟), there exists an extra gravitational effect. This excess gravity arises
due to a volume law contribution to the entropy that is associated with the
positive dark energy in our universe. In a universe without matter the total
entropy of the dark energy would be maximal, as it would be non-locally
distributed over all available space. In our universe, on the other hand, any
baryonic mass distribution 𝑀b(𝑟) reduces the entropy content of the uni-
verse. This removal of entropy due to matter produces an elastic response
of the underlying microscopic system, which can be observed on galactic
and larger scales as an additional gravitational force. Although this excess
gravity does not originate from an actual DM contribution, it can be effec-
tively described by an apparent DM distribution 𝑀D(𝑟).

3Viola et al. (2015) used the following definition of the reduced Hubble constant: ℎ ≡
ℎ100 = 𝐻0/(100 km s−1Mpc−1)
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5.4.1 The apparent dark matter formula

Verlinde (2017) determines the amount of apparent DM by estimating the
elastic energy associated with the entropy displacement caused by 𝑀b(𝑟).
This leads to the following relation4:

∫
𝑟

0
𝜀2

D(𝑟′)𝐴(𝑟′)𝑑𝑟′ = 𝑉𝑀b
(𝑟) , (5.13)

where we integrate over a sphere with radius 𝑟 and area 𝐴(𝑟) = 4𝜋𝑟2. The
strain 𝜀D(𝑟) caused by the entropy displacement is given by:

𝜀D(𝑟) = 8𝜋𝐺
𝑐𝐻0

𝑀D(𝑟)
𝐴(𝑟) , (5.14)

where 𝑐 is the speed of light,𝐺 the gravitational constant, and𝐻0 the present-
day Hubble constant (which we choose to be 𝐻0 = 70 km s−1Mpc−1). Fur-
thermore, 𝑉𝑀b

(𝑟) is the volume that would contain the amount of entropy
that is removed by a mass 𝑀b inside a sphere of radius 𝑟, if that volume
were filled with the average entropy density of the universe:

𝑉𝑀b
(𝑟) = 8𝜋𝐺

𝑐𝐻0

𝑀b(𝑟) 𝑟
3 . (5.15)

Now inserting the relations (5.14) and (5.15) into (5.13) yields:

∫
𝑟

0

𝐺𝑀2
D(𝑟′)

𝑟′2 𝑑𝑟′ = 𝑀b(𝑟)𝑟𝑐𝐻0
6 . (5.16)

Finally, by taking the derivative with respect to 𝑟 on both sides of the equa-
tion, one arrives at the following relation:

𝑀2
D(𝑟) = 𝑐𝐻0𝑟2

6𝐺
𝑑 (𝑀b(𝑟)𝑟)

𝑑𝑟 . (5.17)

This is the apparent DM formula from Verlinde (2017), which translates
a baryonic mass distribution into an apparent DM distribution. This ap-
parent DM only plays a role in the regime where the elastic response of
the entropy of dark energy 𝑆DE takes place: where 𝑉 (𝑟) > 𝑉𝑀b

(𝑟), i.e.
𝑆DE ∝ 𝑉 (𝑟) is large compared to the entropy that is removed by 𝑀b(𝑟)

4Although Verlinde (2017) derives his relations for an arbitrary number of dimensions
𝑑, for the derivation in this paper we restrict ourselves to four spacetime dimensions.
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within our radius 𝑟. By substituting Eq. (5.15) into this condition, we find
that this is the case when:

𝑟 > √ 2𝐺
𝑐𝐻0

𝑀b(𝑟) . (5.18)

For a lower limit on this radius for our sample, we can consider a point
source with a mass of 𝑀 = 1010 ℎ−1

70M⊙, close to the average mass ⟨𝑀g⟩
of galaxies in our lowest stellar mass bin. In this simple case, the regime
starts when 𝑟 > 2 ℎ−1

70kpc. This shows that our observations (which start at
30 ℎ−1

70kpc) are well within the EG regime.
However, it is important to keep in mind that this equation does not

represent a new fundamental law of gravity, but is merely a macroscopic
approximation used to describe an underlying microscopic phenomenon.
Therefore, this equation is only valid under the specific set of circumstances
that have been assumed for its derivation. In this case, the system consid-
ered was a static, spherically symmetric and isolated baryonic mass distri-
bution.With these limitations inmind, we have selected our galaxy sample
to meet these criteria as closely as possible (see Sect. 5.2.1).

Finally we note that, in order to test the EG predictions with gravita-
tional lensing, we need to make some assumptions about the used cosmol-
ogy (as discussed in Sect. 5.1). These concern the geometric factors in the
lensing equation (Eq. 5.7), and the evolution of theHubble constant (which
enters in Eq. (5.17) for the apparent DM). We assume that, if EG is to be
a viable theory, it should predict an expansion history that agrees with the
current supernova data (Riess et al. 1996; Kessler et al. 2009; Betoule et al.
2014), specifically over the redshift range that is relevant for our lensing
measurements (0.2 < 𝑧s < 0.9). If this is the case, the angular diameter
distance-redshift relation is similar to what is used inΛCDM.We therefore
adopt a ΛCDM background cosmology with Ωm = 0.315 and Ω𝛬 = 0.685,
based on the PlanckXIII (2016)measurements. Regarding𝐻0 in Eq. (5.17),
we note that a Hubble parameter that changes with redshift is not yet im-
plemented in the EG theory. However, for the lens redshifts considered in
this work (⟨𝑧l⟩ ∼ 0.2) the difference resulting from using 𝐻0 or 𝐻(𝑧l) to
compute the lensing signal prediction is ∼ 5%. This means that, consider-
ing the statistical uncertainties in our measurements (≳ 40%, see e.g. Fig.
5.2), our choice to use 𝐻0 = 70 km s−1Mpc−1 instead of an evolving 𝐻(𝑧l)
has no significant effect on the results of this work.

From Eq. (5.17) we now need to determine the ESD profile of the ap-
parent DM distribution, in order to compare the predictions from EG to
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our measured GGL profiles. The next steps toward this ΔΣEG(𝑅) depend
on our assumptions regarding the baryonicmass distribution of our lenses.
We compute the lensing signal inEG for twomodels (which are discussed in
Sect. 5.2.2): the point mass approximation and themore realistic extended
mass distribution.

5.4.2 Point mass approximation

In this workwemeasure the ESDprofiles of galaxies at projected radial dis-
tances 𝑅 > 30 ℎ−1

70kpc. If we assume that, beyond this distance, the galaxy
is almost entirely enclosed within the radius 𝑟, we can approximate the en-
closed baryonic mass as a constant: 𝑀b(𝑟) = 𝑀b. Re-writing Eq. (5.17)
accordingly yields:

𝑀D(𝑟) = √𝑐𝐻0
6 𝐺 𝑟√𝑀b ≡ 𝐶D 𝑟√𝑀b , (5.19)

where𝐶D is a constant factor determined by 𝑐,𝐺 and𝐻0. In order to calcu-
late the resultingΔΣD(𝑅) we first need to determine the spherical density
distribution 𝜌D(𝑟). Under the assumption of spherical symmetry, we can
use:

𝜌D(𝑟) = 1
4𝜋𝑟2

𝑑𝑀D(𝑟)
𝑑𝑟 = 𝐶D√𝑀b

4𝜋𝑟2 . (5.20)

We calculate the corresponding surface densityΣD(𝑅) as a function of pro-
jected distance 𝑅 in the cylindrical coordinate system (𝑅, 𝜙, 𝑧), where 𝑧 is
the distance along the line-of-sight and 𝑟2 = 𝑅2 + 𝑧2, such that:

ΣD(𝑅) =
∞

∫
−∞

𝜌D(𝑅, 𝑧) d𝑧 . (5.21)

Substituting 𝜌D(𝑅, 𝑧) provides the surface density of the apparent DM dis-
tribution associated with our point mass:

ΣD(𝑅) = 𝐶D√𝑀b
4𝜋 2

∞

∫
0

d𝑧
𝑅2 + 𝑧2 = 𝐶D√𝑀b

4𝑅 . (5.22)

We can now use Eq. (5.6) to find the ESD:

ΔΣ(𝑅) = ⟨Σ⟩(< 𝑅) − Σ(𝑅) =
2𝜋 ∫𝑅

0 Σ(𝑅′)𝑅′ d𝑅′

𝜋𝑅2 − Σ(𝑅) . (5.23)
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In the case of our point mass:

ΔΣD(𝑅) = 𝐶D√𝑀b
2𝑅 − 𝐶D√𝑀b

4𝑅 = 𝐶D√𝑀b
4𝑅 , (5.24)

which happens to be equal to ΣD(𝑅) from Eq. (5.22)5.
Apart from the extra contribution from the apparent DM predicted by

EG,we also need to add the standardGRcontribution frombaryonicmatter
to the ESD. Under the assumption that the galaxy is a point mass we know
that Σb(𝑅) = 0 for 𝑅 > 0, and that the integral over Σb(𝑅) must give the
total mass 𝑀b of the galaxy. Substituting this into Eq. (5.23) gives us:

ΔΣb(𝑅) = 𝑀b
𝜋𝑅2 . (5.25)

Ultimately, the total ESD predicted by EG in the pointmass approximation
is:

ΔΣEG(𝑅) = ΔΣb(𝑅) + ΔΣD(𝑅) , (5.26)

where the contributions are the ESDs of a point source with mass 𝑀g of
our galaxies, both in GR and EG.

5.4.3 Extended mass distribution

The above derivation only holds under the assumption that our galaxies
can be considered point masses. To test whether this is justified, we wish
to compare the point mass prediction to a more realistic lens model. This
model includes the extended density profile for stars, cold gas, hot gas and
satellites as described in Sect. 5.2.2. To determine the ESD profile of the
extended galaxy model as predicted by EG, we cannot perform an analyt-
ical calculation as we did for the point mass approximation. Instead we
need to calculate the apparent DM distribution 𝑀ext

D (𝑟) and the resulting
ΔΣext

D (𝑅) numerically for the sum of all baryonic components. We start
out with the total spherical density distribution 𝜌ext

b (𝑟) of all components:

𝜌ext
b (𝑟) = 𝜌S

b(𝑟) + 𝜌hot
b (𝑟) + 𝜌sat

b (𝑟) , (5.27)

where the respective contributions are: the Sérsic model for stars and cold
gas, the 𝛽-profile for hot gas, and the double power law for satellites. We

5Note that the ESD of the apparent DM distribution: ∆ΣD(𝑅) ∝ √𝐻0𝑀b/𝑅 ∝
√

ℎ,
is explicitly dependent on the Hubble constant, which means that an incorrect measured
value of 𝐻0 would affect our conclusions.
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numerically convert this to the enclosed mass distribution:

𝑀ext
b (𝑟) = 4𝜋

𝑟

∫
0

𝜌ext
b (𝑟′)𝑟′2 d𝑟′ . (5.28)

We rewrite Eq. (5.17) in order to translate 𝑀ext
b (𝑟) to its corresponding

distribution of apparent DM in EG:

𝑀ext
D (𝑟) = 𝐶D𝑟 √𝑑𝑀ext

b (𝑟) 𝑟
𝑑𝑟 , (5.29)

which is numerically converted into the apparent DM density distribution
𝜌ext

D (𝑟) by substituting 𝑀ext
D (𝑟) into Eq. (5.20).

The projected surface density Σext
D (𝑅) from Eq. (5.21) is calculated by

computing the value of 𝜌ext
D (𝑅, 𝑧) in cylindrical coordinates for 103 val-

ues of 𝑧 and integrating over them. The last step towards computing the
ESD profile is the subtraction of Σext

D (𝑅) from the average surface density
within 𝑅, as in Eq. (5.23), where ⟨Σext

D ⟩(< 𝑅) is calculated by performing
the cumulative sum over 2𝜋𝑅 Σext

D (𝑅) and dividing the result by its cumu-
lative area. In addition to the lensing signal from apparent DM, we need
to include the baryonic ESD profile. We numerically compute ΔΣext

b (𝑅)
from 𝜌ext

b (𝑟) in the same way as we computedΔΣext
D (𝑅) from 𝜌ext

D (𝑟). This
makes the total ESD predicted by EG for the extended mass distribution:

ΔΣext
EG(𝑅) = ΔΣext

b (𝑅) + ΔΣext
D (𝑅) . (5.30)

When considering the resulting ESD profiles of the extended density
models, we must keep in mind that they only represent reasonable esti-
mates which contain uncertainties for two different reasons:

1. The extended baryonic density distribution of each component is ap-
proximated using reasonable assumptions on the used model pro-
files and their corresponding input parameters. These assumptions
are based on observations of the galaxies in our sample and of other
galaxies, and also on simulations. Although we try to find suitable in-
put parameters corresponding to the measured stellar mass of our
galaxy samples, we cannot be certain that our modelled density dis-
tributions are completely correct.

2. We cannot model the extended density distribution for each individ-
ual GAMA galaxy, but have to assume one average profile per lens
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sample (based on the average stellarmass ⟨𝑀∗⟩of that sample). Trans-
lating the extended baryonic mass model to the lensing profile of its
corresponding apparent DM distribution (as explained above) is a
highly non-linear operation. Therefore, we cannot be certain that the
calculated lensing profile of an average density distribution is exactly
the same as the lensing profile of all individual galaxies combined, al-
though these would only differ greatly in the unlikely case that there
is a large spread in the input parameters of the extendedmass profiles
within each stellar mass sub-sample.

For these two reasons we cannot use the average profile as a reliable model
for the apparent DM lensing signal of our galaxy samples. In the point
mass approximation, we do have the measured input parameter (the stel-
lar mass) for each individual galaxy, and we can compute the apparent
DM lensing profile for each individual galaxy. However, this approach can
only be used when the contribution from hot gas and satellites is small. We
therefore compare our estimate of the apparent DM lensing profile of the
extended mass distribution to that of the point masses, to assess the error
margins in our EG prediction.

The total ESD profile predicted for the extended density distribution,
and that of each component6, is shown inFig. 5.2.Weonly show the profiles
for the galaxies in our highest stellarmass bin: 1010.9 < 𝑀∗ < 1011 ℎ−1

70M⊙,
but since the relations between the mass in hot gas, satellites and their
galaxies are approximately linear, the profiles look similar for the other
sub-samples. At larger scales, we find that the point mass approximation
predicts a lower ESD than the extended mass profile. However, the differ-
ence between the ΔΣ(𝑅) predictions of these two models is comparable to
the median 1𝜎 uncertainty on the ESD of our sample (which is illustrated
by the gray band in Fig. 5.2). We conclude that, given the current statisti-
cal uncertainties in the lensing measurements, the point mass approxima-
tion is adequate for isolated centrals within the used radial distance range
(0.03 < 𝑅 < 3 ℎ−1

70Mpc).

5.5 Results

We measure the ESD profiles (following Sect. 5.3) of our sample of iso-
lated centrals, divided into four sub-samples of increasing stellarmass. The

6Note that, due to the non-linear nature of the calculation of the apparent DM distribu-
tion, the total ESD profile of the extended mass distribution is not the sum of the compo-
nents shown in Fig. 5.2.
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Table 5.2: For each stellar mass bin, this table shows the median values (including 16th and
84th percentile error margins) of the halo mass 𝑀h obtained by the NFW fit, and the ‘best’
amplitude 𝐴B that minimizes the 𝜒2 if the EG profile were multiplied by it (for the point mass
and extended mass profile). The halo masses are displayed in units of log10(𝑀/ ℎ−1

70 M⊙).

𝑀∗-bin 𝑀h 𝐴B 𝐴ext
B

8.5 − 10.5 12.15+0.10
−0.11 1.36+0.21

−0.21 1.21+0.19
−0.19

10.5 − 10.8 12.45+0.10
−0.11 1.32+0.19

−0.19 1.20+0.18
−0.18

10.8 − 10.9 12.43+0.17
−0.22 1.07+0.27

−0.27 0.94+0.25
−0.25

10.9 − 11 12.62+0.13
−0.16 1.33+0.25

−0.26 1.20+0.23
−0.24

boundaries of the 𝑀∗-bins: log(𝑀∗/ ℎ−1
70M⊙) = [8.5, 10.5, 10.8, 10.9, 11.0],

are chosen to maintain an approximately equal signal-to-noise in each bin.
Figure 5.3 shows themeasured ESDprofiles (with 1𝜎 error bars) of galaxies
in the four 𝑀∗-bins. Together with these measurements we show the ESD
profile predicted by EG, under the assumption that our isolated centrals
can be considered point masses at scales within 0.03 < 𝑅 < 3 ℎ−1

70Mpc. The
masses 𝑀g of the galaxies in each bin serve as input in Eq. (5.26), which
provides the ESD profiles predicted by EG for each individual galaxy. The
mean baryonic masses of the galaxies in each 𝑀∗-bin can be found in Ta-
ble 5.1. The ESDs of the galaxies in each sample are averaged to obtain the
total ΔΣEG(𝑅). It is important to note that the shown EG profiles do not
contain any free parameters: both their slope and amplitudes are fixed by
the prediction from the EG theory (as stated in Eq. 5.17) and the measured
masses 𝑀g of the galaxies in each 𝑀∗-bin. Although this is only a first at-
tempt at testing the EG theory using lensing data, we can perform a very
simple comparison of this prediction with both the lensing observations
and the prediction from the standard ΛCDMmodel.

5.5.1 Model comparison

In standardGGL studies performedwithin theΛCDM framework, themea-
sured ESD profile is modelled by two components: the baryonic mass of
the galaxy and its surrounding DM halo. The baryonic component is often
modelled as a point source with themean baryonic mass of the galaxy sam-
ple, whereas the DM halo component usually contains several free param-
eters, such as the mass and concentration of the halo, which are evaluated
by fitting a model to the observed ESD profiles. Motivated by N-body sim-
ulations, the DM halo is most frequently modelled by the Navarro-Frenk-
White density profile (NFW,Navarro et al. 1995), very similar to the double
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power law in Eq. (5.5). This profile has two free parameters: the halo mass
𝑀h, which gives the amplitude, and the scale radius 𝑟s, which determines
where the slope changes. Following previous GAMA-KiDS lensing papers
(see e.g. Sifón et al. 2015; Viola et al. 2015; van Uitert et al. 2016; Brouwer
et al. 2016) we define 𝑀h as 𝑀200: the virial mass contained within 𝑟200,
and we define the scale radius in terms of the concentration: 𝑐 ≡ 𝑟200/𝑟s.
In these definitions, 𝑟200 is the radius that encloses a density of 200 times
𝜌m(𝑧), the average matter density of the universe. Using the Duffy et al.
(2008) mass-concentration relation, we can define 𝑐 in terms of 𝑀h. We
translate the resulting density profile, which depends exclusively on the
DM halo mass, into the projected ESD distribution following the analytical
description of Wright and Brainerd (2000). We combine this NFW model
with a point mass that models the baryonic galaxy component (as in Eq.
5.25). Because our lens selection minimizes the contribution from neigh-
bouring centrals (see Sect. 5.2.1), we do not need to add a component that
fits the 2-halo term. We fit the NFW model to our measured ESD profiles
using the ʇʏʅʇʇ sampler (Foreman-Mackey et al. 2013) with 100 walkers
performing 1000 steps. The model returns the median posterior values of
𝑀h (including 16th and 84th percentile error margins) displayed in Table
5.2. The best-fit ESD profile of the NFW model (including 16th and 84th
percentile bands) is shown in Fig. 5.3.

For both theΔΣEG predicted by EG (in the point mass approximation)
and the simple NFW fitΔΣNFW, we can compare theΔΣmod of the model
with the observed ΔΣobs by calculating the 𝜒2 value:

𝜒2 = (ΔΣobs − ΔΣmod)⊺ ⋅ 𝐶−1(ΔΣobs − ΔΣmod) , (5.31)

where 𝐶−1 is the inverse of the analytical covariance matrix (see Sect. 5.3).
From this quantitywe can calculate the reduced𝜒2 statistic7:𝜒2

red = 𝜒2/𝑁DOF.
It depends on thenumber of degrees of freedom(DOF) of themodel:𝑁DOF =
𝑁data − 𝑁param, where 𝑁data is the number of data-points in the mea-
surement and𝑁param is the number of free parameters. Due to our choice
of 10 𝑅-bins and 4 𝑀∗-bins, we use 4 × 10 = 40 data-points. In the case
of EG there are no free parameters, which means 𝑁EG

DOF = 40. Our sim-
ple NFW model has one free parameter 𝑀h for each 𝑀∗-bin, resulting in
𝑁NFW

DOF = 40 − 4 = 36. The resulting total 𝜒2
red over the four 𝑀∗-bins is

44.82/40 = 1.121 for EG, and 33.58/36 = 0.933 for the NFW fit. In other

7While the reduced 𝜒2 statistic is shown to be a suboptimal goodness-of-fit estimator
(see e.g. Andrae et al. 2010) it is a widely used criterion, and we therefore discuss it here
for completeness.
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words, both the NFW and EG prediction agree quite well with the mea-
sured ESD profile, where the NFW fit has a slightly better 𝜒2

red value. Since
the NFW profile is an empirical description of the surface density of virial-
ized systems, the apparent correspondence of both the NFW fit and the EG
prediction with the observed ESD essentially reflects that the predicted EG
profile roughly follows that of virialized systems.

A more appropriate way to compare the two models, however, is in the
Bayesian framework. We use a very simple Bayesian approach by comput-
ing the Bayesian Information Criterion (𝐵𝐼𝐶, Schwarz 1978). This crite-
rion, which is based on the maximum likelihood ℒmax of the data given
a model, penalizes model complexity more strongly than the 𝜒2

red. This
model comparison method is closely related to other information criteria
such as the Akaike Information Criterion (𝐴𝐼𝐾, Akaike 1973) which have
become popular because they only require the likelihood at its maximum
value, rather than in the whole parameter space, to perform a model com-
parison (see e.g. Liddle 2007). This approximation only holds when the
posterior distribution isGaussian and the data points are independent. Cal-
culating the 𝐵𝐼𝐶, which is defined as:

𝐵𝐼𝐶 = −2 ln(ℒmax) + 𝑁param ln(𝑁data) , (5.32)

allows us to consider the relative evidence of two competingmodels, where
the one with the lowest 𝐵𝐼𝐶 is preferred. The difference Δ𝐵𝐼𝐶 gives the
significance of evidence against the higher 𝐵𝐼𝐶, ranging from “0 - 2: Not
worth more than a bare mention” to “>10: Very strong” (Kass and Raftery
1995). In theGaussian case, the likelihood canbe rewritten as:−2 ln(ℒmax) =
𝜒2. Using thismethod,we find that𝐵𝐼𝐶EG = 44.82 and𝐵𝐼𝐶NFW = 48.33.
This shows that, when the number of free parameters is taken into account,
the EGmodel performs at least as well as the NFW fit. However, in order to
really distinguish between these two models, we need to reduce the uncer-
tainties in ourmeasurement, in our lensmodelling, and in the assumptions
related to EG theory and halo model.

In order to further assess the quality of the EG prediction across the
𝑀∗-range, we determine the ‘best’ amplitude 𝐴B and index 𝑛B: the factors
that minimize the 𝜒2 statistic when we fit:

ΔΣEG(𝐴B, 𝑛B, 𝑅) = 𝐴B
𝐶D√𝑀b

4 ( 𝑅
ℎ−1

70kpc)
−𝑛B

. (5.33)

We find that the slope of the EG prediction is very close to the observed
slope of the ESD profiles, with a mean value of ⟨𝑛B⟩ = 1.01+0.02

−0.03. In order
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to obtain better constraints on𝐴B, we set𝑛B = 1. The values of𝐴B (with 1𝜎
errors) for the point mass are shown in Table 5.2. We find the amplitude of
the point mass prediction to be consistently lower than the measurement.
This is expected since the point mass approximation only takes the mass
contribution of the central galaxy into account, and not that of extended
components like hot gas and satellites (described in Sect. 5.2.2). However,
the ESD of the extended profile (which is shown in Fig. 5.3 for comparison)
does not completely solve this problem. When we determine the best am-
plitude for the extended mass distribution by scaling its predicted ESD, we
find that the values of 𝐴ext

B are still larger than 1, but less so than for the
point mass (at a level of ∼ 1𝜎, see Table 5.2). Nevertheless, the compari-
son of the extended ESD with the measured lensing profile yields a slightly
higher reduced 𝜒2: 45.50/40 = 1.138. However, accurately predicting the
baryonic and apparent DM contribution of the extended density distribu-
tion is challenging (see Sect. 5.4.3). Therefore, the extended ESD profile
can primarily be used as an indication of the uncertainty in the lens model.

5.6 Conclusion

Using the ∼ 180 deg2 overlap of the KiDS and GAMA surveys, we present
the first test of the theory of emergent gravity proposed in Verlinde (2017)
using weak gravitational lensing. In this theory, there exists an additional
component to the gravitational potential of a baryonic mass, which can be
described as an apparent DM distribution. Because the prediction of the
apparent DM profile as a function of baryonic mass is currently only valid
for static, spherically symmetric and isolated mass distributions, we select
33, 613 central galaxies that dominate their surroundingmass distribution,
and have no other centrals within the maximum radius of our measure-
ment (𝑅max = 3 ℎ−1

70Mpc). We model the baryonic matter distribution of
our galaxies using two different assumptions for their mass distribution:
the point mass approximation and the extended mass profile. In the point
mass approximation we assume that the bulk of the galaxy’s mass resides
within the minimum radius of our measurement (𝑅min = 30 ℎ−1

70kpc), and
model the lens as a point source with the mass of the stars and cold gas of
the galaxy. For the extended distribution, we not only model the stars and
cold gas component as a Sérsic profile, but also try to make reasonable es-
timates of the extended hot gas and satellite distributions.We compute the
lensing profiles of both models and find that, given the current statistical
uncertainties in our lensing measurements, both models give an adequate
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description of isolated centrals. In this regime (where themass distribution
can be approximated by a point mass) the lensing profile of apparent DM
in EG is the same as that of the excess gravity in MOND8, for the specific
value 𝑎0 = 𝑐𝐻0/6.

When computing the observed and predicted ESD profiles, we need to
make several assumptions concerning the EG theory. The first is that, be-
cause EG gives an effective description of GR in empty space, the effect of
the gravitational potential on light rays remains unchanged. This allows
us to use the regular gravitational lensing formalism to measure the ESD
profiles of apparent DM in EG. Our second assumption involves the used
background cosmology. Because EG is only developed for present-day de
Sitter space,weneed to assume that the evolution of cosmological distances
is approximately equal to that in ΛCDM, with the cosmological parameters
as measured by Planck XIII (2016). For the relatively low redshifts used in
this work (0.2 < 𝑧s < 0.9), this is a reasonable assumption. The third as-
sumption is the value of𝐻0 thatwe use to calculate the apparentDMprofile
from the baryonic mass distribution. In an evolving universe, the Hubble
parameter 𝐻(𝑧) is expected to change as a function of the redshift 𝑧. This
evolution is not yet implemented in EG. Instead it uses the approximation
that we live in a dark energy dominated universe, where 𝐻(𝑧) resembles a
constant. We follow Verlinde (2017) by assuming a constant value, in our
case: 𝐻0 = 70 km s−1Mpc−1, which is reasonable at a mean lens redshift
of ⟨𝑧l⟩ ∼ 0.2. However, in order to obtain a more accurate prediction for
the cosmology and the lensing signal in the EG framework, all these issues
need to be resolved in the future.

Using the mentioned assumptions, we measure the ESD profiles of iso-
lated centrals in four different stellar mass bins, and compare these with
theESDprofiles predicted byEG. They exhibit a remarkable agreement, es-
pecially considering that the predictions contain no free parameters: both
the slope and the amplitudes within the four 𝑀∗-bins are completely fixed
by the EG theory and the measured baryonic masses𝑀g of the galaxies. In
order to perform a very simple comparisonwithΛCDM,we fit the ESDpro-
file of a simple NFWdistribution (combined with a baryonic pointmass) to
the measured lensing profiles. This NFW model contains one free param-
eter, the halo mass𝑀h, for each stellar mass bin. We compare the reduced

8After this paper was accepted for publication, it was pointed out to us that Milgrom
(2013) showed that galaxy-galaxy lensing measurements from the Canada-France-Hawaii
Telescope Legacy Survey (performed by Brimioulle et al. 2013) are consistent with predic-
tions from relativistic extensions of MOND up to a radius of 140 ℎ−1

72 kpc (note added in
proof).
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𝜒2 of the NFW fit (which has 4 free parameters in total) with that of the
prediction from EG (which has no free parameters). Although the NFW fit
has fewer degrees of freedom (which slightly penalizes 𝜒2

red) the reduced
𝜒2 of this model is slightly lower than that of EG, where 𝜒2

red,NFW = 0.933
and 𝜒2

red,EG = 1.121 in the point mass approximation. For both theories,
the value of the reduced 𝜒2 is well within reasonable limits, especially con-
sidering the very simple implementation of both models. The fact that our
observed density profiles resemble both NFW profiles and the prediction
from EG, suggests that this theory predicts a phenomenology very similar
to a virialized DM halo. Using the Bayesian Information Criterion, we find
that 𝐵𝐼𝐶EG = 44.82 and 𝐵𝐼𝐶NFW = 48.33. These 𝐵𝐼𝐶 values imply that,
taking the number of data points and free parameters into account, the
EG prediction describes our data at least as well as the NFW fit. However,
a thorough and fair comparison between ΛCDM and EG would require a
more sophisticated implementation of both theories, and a full Bayesian
analysis which properly takes the free parameters and priors of the NFW
model into account. Nonetheless, given that the model uncertainties are
also addressed, future data should be able to distinguish between the two
theories.

We propose that this analysis should not only be carried out for this
specific case, but on multiple scales and using a variety of different probes.
From comparing the predictions of EG to observations of isolated centrals,
we need to expand our studies to the scales of larger galaxy groups, clus-
ters, and eventually to cosmological scales: the cosmic web, BAO’s and the
CMB power spectrum. Furthermore, there are various challenges for EG,
especially concerning observations of dynamical systems such as the Bullet
Cluster (Randall et al. 2008)where the dominantmass component appears
to be separate from the dominant baryonic component. There is also on-
going research to assess whether there exists an increasing mass-to-light
ratio for galaxies of later type (Martinsson et al. 2013), which might chal-
lenge EG if confirmed. We conclude that, although this first result is quite
remarkable, it is only a first step. There is still a long way to go, for both
the theoretical groundwork and observational tests, before EG can be con-
sidered a fully developed and solidly tested theory. In this first GGL study,
however, EG appears to be a good parameter-free description of our obser-
vations.
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“Dit kosmische mysterie van immense proporties, dat ooit op de rand van
de oplossing leek, is alleen maar dieper geworden, en verbijstert astrono-
men en astrofysici nu meer dan ooit. De crux ... is dat het overgrote deel
van de massa van het heelal lijkt te ontbreken.”

Hiermee beschrijft New York Times journalist William Broad in wei-
nig woorden een van de grootste problemen in de moderne kosmologie.
In de loop van de afgelopen tachtig jaar hebben astronomen steeds meer
bewijzen gevonden voor een heelal waarin alle materie die we kennen –
sterren, planeten, gas, stof, en zelfs exotische objecten zoals zwarte gaten
en neutrino’s – slechts 20% van alle massa verklaart. De overige 80% be-
staat volgens demeeste astronomen uit een onbekend en onzichtbaar soort
deeltje dat ‘donkere materie’ genoemd wordt. Deze mysterieuze substantie
straalt geen licht uit en absorbeert het ook niet; het heeft er eigenlijk geen
enkele invloed op. Kortom, de op licht gebaseerde waarnemingen waar de
astronomie van alle tijden van afhankelijk is (van de oude Babyloniërs tot
de modernste ruimte-telescopen) zullen ons bij dit probleem niet helpen.
Sterker nog, voor zover de huidige waarnemingen hebben kunnen vaststel-
len, heeft donkere materie op bijna geen enkele manier wisselwerking met
onze normale, zichtbare materie. Dit maakt het ongelofelijk moeilijk om
donkerematerie te onderzoeken.Maar, als donkerematerie zo onzichtbaar
is, hoe weten we dan dat ze bestaat? En als die materie bijna niets doet, hoe
wordt er dan onderzoek naar gedaan?
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6.1 Het donkere universum

Donkere materie is eigenlijk niet één keer, maar meerdere keren op ver-
schillende manieren ontdekt, wat astrofysici steeds sterker van dit pro-
bleem heeft overtuigd. Al deze ontdekkingen hangen echter met één con-
cept samen: de zwaartekracht. De zwaartekracht is, voor zoverweweten, de
enige manier waarop donkere materie met zichtbare materie wisselwerkt,
en dit is ook de manier waarop astronomen zulke materie hebben ontdekt.
De wetten van de zwaartekracht zijn namelijk al in 1687 beschreven door
Isaac Newton, en in 1915 verbeterd door Albert Einstein. Door middel van
deze zwaartekrachtwetten kunnen fysici precies uitrekenen hoeveel kracht
twee massa’s op elkaar uitoefenen, en welke bewegingen daarop moet vol-
gen. Zo hebben astrofysici door het bestuderen van de beweging van zicht-
bare materie, zoals sterren en gas, kunnen ontdekken dat er meer massa
moet zijn dan we kunnen zien.

Eén van de eersten die het bestaan van onzichtbare massa opmerkte
was de Nederlandse astronoom Jan Hendrik Oort. In 1932 bestudeerde hij
de bewegingen van naburige sterren, en concludeerde dat de massa in ons
deel van de Melkweg groter moet zijn dan die van waargenomen sterren
en gas. Zijn berekeningen bleken echter onvoldoende bewijs. De eerste die
overweldigend bewijs voor de realiteit van het probleem van de donkere
materie verzamelde, was de Amerikaanse astronome Vera Rubin. Tussen
1960 en 1970 observeerde ze met haar collega Kent Ford de rotatiekrom-
men van tientallen sterrenstelsels. In een rotatiekromme wordt de rotatie-
snelheid van de sterren rond het centrum van het sterrenstelsel uitgezet
tegen hun afstand tot het centrum. Als je weet wat de massa van de sterren
en het gas in het sterrenstelsel is, kun je de vorm van deze rotatiekromme
voorspellen door middel van Newtons zwaartekrachtwetten. De verwach-
ting was dat de massa, en dus de rotatiesnelheid van het sterrenstelsel, zou
afnemen met de afstand tot het centrum. Tot haar verbazing observeerde
Vera Rubin echter dat de rotatiesnelheid niet daalde, maar gelijk bleef of
zelfs bleef stijgen.

Het is niet verwonderlijk dat Vera’s ontdekking in eerste instantie scep-
tischwerd ontvangen. Haar waarnemingen bevestigden echter wel een ver-
moeden dat twee grootheden uit de astronomie al eerder had uitgespro-
ken. In 1933, een jaar na het onderzoek van Oort, merkte ook de Zwitser
Fritz Zwicky, tijdens zijn onderzoek naar clusters van melkwegstelsels, dat
de stelsels aan de rand van het Coma-cluster te snel bewogen om door de
zwaartekracht van de zichtbarematerie bij elkaar gehouden te worden. Het
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cluster moest hiervoor zo’n 400 keer zwaarder zijn dan op grond van het
zichtbare gas en de sterrenstelsels werd berekend. Frits Zwicky noemde de-
zemissendemassa zelfs als eerste ‘DunkeleMaterie’. Vera Rubin stond dus
al snel niet alleen: van alle kanten bleek dat er iets niet in de haak was.

Voor zover we nu weten, kunnen al deze waarnemingen kortweg twee
dingen betekenen:

1. Als de totale massa van objecten veel groter is dan kan worden afge-
leid uit zichtbarematerie,moet er een onzichtbaremassa-component
zijn die ervoor zorgt dat zowel afzonderlijke sterrenstelsels als clus-
ters zo snel kunnen roteren zonder uit elkaar te vliegen. Deze massa
wordt donkere materie genoemd.

2. De zwaartekrachtwetten van Newton en Einstein werken op de kos-
mische schaal niet hetzelfde als op kleine schaal, zoals op aarde en
binnenons zonnestelsel. Ermoet een aanpassing opdehuidige zwaar-
tekrachttheorie komen, ook wel “geModificeerde Newtoniaanse Dy-
namica” (MoND) genoemd.

In beide kampen werken grote groepen astrofysici al jaren aan een defini-
tieve verklaring van het probleem van de donkere materie, maar tot de dag
van vandaag is de strijd nog altijd niet beslecht. Hoe kom je er nu achter
welke van deze twee opties de missende massa het beste verklaart? En als
donkere materie echt bestaat, hoe vind je het dan?

6.2 Buigende ruimte-tijd

Het probleem van zoeken naar donkere materie is dat het onzichtbaar is:
volgens de huidige theorieën straalt het geen licht uit en absorbeert het dat
ook niet; het heeft er eigenlijk geen enkele invloed op. Sterker nog: don-
kere materie heeft, voor zover we weten, geen enkele wisselwerking met
normale materie, behalve door middel van de zwaartekracht. Omdat don-
kere materie, indien het bestaat, in ieder geval zwaartekracht uitoefent (en
dusmassa heeft), kunnen we ermeer over te weten te komen door deze on-
zichtbare massa in kaart brengen. De methode hiervoor is al in 1915 door
Albert Einstein voorspeld in zijn algemene relativiteitstheorie. In deze the-
orie zijn ruimte en tijd niet statisch en strikt gescheiden, maar een vierdi-
mensionaal geheel (de ruimte-tijd) dat kan inkrimpen, uitrekken en bui-
gen. Volgens Einstein is zwaartekracht niets anders dan kromming van de
ruimte-tijd. Elke massa vervormt de ruimte-tijd, en kan daardoor het pad
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Figuur 6.1: De kromming van de ruimte door de zwaartekracht rondom voorgrond-
sterrenstelsels buigt het licht van achtergrond-sterrenstelsels dat door deze ruimte reist. Door
de vervorming van de achtergrond-sterrenstelsels waar te nemen met een telescoop, kan
de verdeling van zwaartekracht rondom de voorgrond-sterrenstelsels worden gereconstrueerd.
Credit: APS/Alan Stonebraker; galaxy images from STScI/AURA, NASA, ESA, and the Hub-
ble Heritage Team.

van een andere massa veranderen of zelfs van een lichtstraal buigen. Dit
effect is voor het eerst waargenomen door de Britste astronoomArthur Ed-
dington in 1919. Hij reisde met een telescoop en fotografische platen naar
West-Afrika, om daar tijdens de zonsverduistering de sterren die rondom
de zon lijken te staan waar te nemen. Doordat de zwaartekracht van de zon
de ruimte-tijd kromt, waren de lichtstralen van deze sterren gebogen en le-
ken ze verder van de rand zon te staan dan in werkelijkheid. Dit effect heet
de “lenswerking van zwaartekracht”, omdat de zwaartekracht het licht net
als een lens afbuigt. Eddington bewees met zijn waarneming dat Einsteins
zwaartekrachttheorie de juistewas, waardoor Einstein in één klap beroemd
werd.



6.3 Dit proefschrift 185

Deze lenswerking is dus een unieke manier om de verdeling van zwaar-
tekracht rondom astronomische objecten te meten. In dit proefschrift ge-
bruikenwe de lenswerking van zwaartekracht omde verdeling van donkere
materie (of “extra zwaartekracht”) te meten rondom sterrenstelsels en gro-
tere structuren. Dit gebeurt als volgt: stel dat we met onze telescoop in de
richting van twee sterrenstelsels kijken. Op afbeelding 6.1 zijn deze ster-
renstelsels te zien als gele vlekjes, met daaromheen de gekromde blauwe
lijnen, die de ruimte weergeven. Ver achter deze sterrenstelsels staan een
paar achtergrond-sterrenstelsels.Het licht vande achtergrond-sterrenstelsels
reist door de gekromde ruimte. Hierdoor zien we deze sterrenstelsels ver-
vormddoor onze telescoop.De vervorming vande achtergrond-sterrenstelsels
geeft dus aan waar de zwaartekracht zich bevindt. Omdat de lenswerking
van zwaartekracht erg zwak is, zijn er niet één of twee, maar duizenden
voorgrond-sterrenstelsels (metmiljoenen achtergrond-sterrenstelsels) no-
dig om dit effect nauwkeurig te meten. De voorgrond-sterrenstelsels die
bestudeerd worden in dit werk zijn waargenomenmet de Galaxy AndMass
Assembly (GAMA) survey, een samenwerkingsverband dat met de Anglo-
Australian Telescope (AAT) zeer nauwkeurig de afstand en eigenschap-
pen van tienduizenden sterrenstelsels heeft bepaald. De vervorming van de
achtergrond-sterrenstelsels is zeer nauwkeurig waargenomenmet de Kilo-
Degree Survey (KiDS). Deze survey, die speciaal ontworpen is om de lens-
werking van zwaartekracht waar te nemen, wordt uitgevoerd met de Very
Large Survey Telescope (VST). Deze telescoop staat op de 2,6 kilometer
hoge berg Cerro Paranal in Chili (te zien op afbeelding 6.2).

6.3 Dit proefschrift

In dit proefschrift meten we met KiDS de lenswerking van zwaartekracht
rondom sterrenstelsels die zijn waargenomen met GAMA. Op deze manier
kunnen we de verdeling van donkere materie (de extra zwaartekracht) ver-
gelijkenmet de verdeling van zichbarematerie (de sterrenstelsels). Dit kan
ons meer inzicht geven in het gedrag van donkere materie, wat ons aanwij-
zingen kan geven over wat het mogelijk zou kunnen zijn.

InHoofdstuk2 van dit proefschrift bestuderenwe de donkerematerie
rond groepen van sterrenstelsels (met 5 leden of meer). Groepen vertegen-
woordigen de meest voorkomende omgeving waarin sterrenstelsels zich
bevinden,wat ze belangrijke studie-objectenmaakt.We verdelen de∼ 1400
groepen in verschillende categorieën opbasis vanhunwaargenomen eigen-
schappen, en meten de gemiddelde massa van de donkere materie-wolk
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Figuur 6.2: Het Paranal-observatorium in Chili. De Very Large Survey Telescope, waarmee
de lenswerking van zwaartekracht wordt waargenomen, staat op de grote berg vooraan, net
achter de vier telescopen van de Very Large Telescope. Credit: J.L. Dauvergne & G. Hüdepohl
(atacamaphoto.com)/ESO

(die ‘halo’ wordt genoemd) rond de groepen in elke categorie. Zo kunnen
we de massa van de halo meten als functie van o.a. de helderheid, de rota-
tiesnelheid, en het aantal leden van de groepen. Door onze waarnemingen
te vergelijken met de Cosmo-OverWhelmingly Large Simulations (Cosmo-
OWLS), kunnen we bepalen dat sterrenstelsels en hun halo’s sterk worden
beïnvloed door de actieve kernen van sterrenstelsels, zogenaamde “Acti-
ve Galactic Nuclei” (AGN), waardoor simulaties die deze niet in rekening
nemen onrealistische voorspellingen geven.

In Hoofdstuk 3 vragen we ons af of de donkere materie-halo’s rond
sterrenstelsels worden beïnvloed door de grootschalige omgeving van de
sterrenstelsels.Deze omgeving bestaat uit het zogenaamde “kosmischeweb”,
een groot netwerk van structuren die bestaan uit donkere materie, sterren-
stelsels en gas. Afhankelijk vanhet aantal dimensieswaarin deze structuren
zich uitstrekken worden ze gedefinieerd als: Voids (3-dimensionale leeg-
tes), Sheets (2-dimensionale platen), Filaments (1-dimensionale filamen-
ten) enKnots (0-dimensionale knopen).WeverdelendeGAMA-sterrenstelsels
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in 4 categorieën op basis van de kosmische omgeving waarin ze wonen, en
meten de gemiddelde massa van hun donkere materie-halo’s. We corrige-
ren dezemassa voor de zichtbaremassa’s van de sterrenstelsels (gebaseerd
op het licht van sterren en gas) en de invloed van de lokale omgeving (dicht-
bijzijnde sterrenstelsels), en richten ons puur op de invloed van de kos-
mische omgeving. Wanneer we deze correcties toepassen vinden we geen
afhankelijkheid van de halo-massamet betrekking tot de kosmische omge-
ving.

In Hoofdstuk 4 bestuderen we de structuur van het kosmische web
zelf, door hetmeten van de lenswerking van de zwaartekracht van ‘troughs’
(langwerpige leegtes of ‘troggen’) en ‘ridges’ (langwerpige verdichtigen of
‘ruggen’). Dit zijn cirkelvormige gebieden aan de hemel die minder (in het
geval van de troughs) of meer (ridges) sterrenstelsels bevatten dan gemid-
deld. Door de kracht van de lenswerking rondom troughs en ridges te me-
ten als functie van hun sterrenstelsel-dichtheid, kunnen we de connectie
tussen hun normale (lichtgevende) massa en hun donkere massa bestu-
deren. Door de troughs en ridges te scheiden as functie van hun afstand
in de ruimte (wat door de beperkte snelheid van het licht gelijk staat aan
een afstand in de tijd) proberen we hun ontwikkeling door de tijd te bepa-
len. Op de relatief kleine afstanden die wemomenteel tot onze beschikking
hebben kunnen we geen significante evolutie van deze structuren vinden.
Echter,met behulp van simulaties kunnenwe voorspellen dat deze evolutie
gemeten zou kunnen worden met toekomstige nauwkeurigere telescopen,
die sterrenstelsels op grotere afstanden kunnen waarnemen.

InHoofdstuk 5 beschrijven we de eerste test van Erik Verlinde’s nieu-
we theorie van Emergente Zwaartekracht door middel van de lenswerking
van zwaartekracht. Deze theorie probeert een alternatieve verklaring te ge-
ven voor de extra zwaartekracht diemomenteel aan donkerematerie wordt
toegeschreven. De voorspellingen van de theorie zijn nog beperkt toepas-
baar: alleen op bolsymmetrische, statische en geïsoleerde massaverdelin-
gen. Daarom hebben we de 33,613 GAMA-sterrenstelsels die we voor deze
test hebben gebruikt nauwkeurig geselecteerd. Met behulp van de zicht-
bare massa’s van deze sterrenstelsels kunnen we de voorspelde zwaarte-
krachtverdeling van Verlindes theorie bepalen, en daarmee de voorspel-
de lenswerking van de zwaartekracht. Hierbij moeten we aannemen dat
Emergente Zwaartekracht het licht precies zo afbuigt als in Einsteins al-
gemene relativiteitstheorie, en het omgevende heelal zich op ongeveer de-
zelfdemanier blijft gedragen. Deze voorspelling lijkt veel op die vanMoND
in het geval van een puntmassa, maar wijkt af voor grotere massaverde-
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lingen. We vergelijking Verlindes voorspelling met de door ons gemeten
zwaartekrachtsverdeling rond sterrenstelsels van vier verschillende mas-
sa’s. Onze conclusie is dat de Emergente Zwaartekrachttheorie de waarne-
mingen even goed voorspelt als het donkere materie-model. In dit laatste
model zijn echter vier vrije parameters nodig voor het bepalen van de vier
verschillende massa’s van de halo’s rond de sterrenstelsels, terwijl Verlin-
des voorspelling direct voortvloeit uit de gemeten zichtbare massa’s van de
sterrenstelsels. Hoewel dit een interessant eerste resultaat is, zijn er nog
zeer veel waarnemingen die niet door Emergente Zwaartekracht kunnen
worden verklaard. Zowel de theoretische achtergrond als de observationele
tests van deze theorie zullen daarom sterkmoeten worden uitgebreid voor-
dat het kanworden beschouwdals een alternatieve verklaring voor donkere
materie.

Deze samenvatting is gebaseerd op:

• Donkere materie (1): Een duistere ontdekking, Margot Brouwer
(http://www.quantumuniverse.nl/donkere-materie-1-een-duistere-
ontdekking)

• Donkere Materie (2): Strijd tussen de sterren, Margot Brouwer
(http://www.quantumuniverse.nl/donkere-materie-2-strijd-tussen-
de-sterren)

• Een eerste test van de theorie van Erik Verlinde, Margot Brouwer &
ManusVisser (http://www.quantumuniverse.nl/een-eerste-test-
van-de-theorie-van-erik-verlinde)

http://www.quantumuniverse.nl/donkere-materie-1-een-duistere-ontdekking
http://www.quantumuniverse.nl/donkere-materie-1-een-duistere-ontdekking
http://www.quantumuniverse.nl/donkere-materie-2-strijd-tussen-de-sterren
http://www.quantumuniverse.nl/donkere-materie-2-strijd-tussen-de-sterren
http://www.quantumuniverse.nl/een-eerste-test-van-de-theorie-van-erik-verlinde
http://www.quantumuniverse.nl/een-eerste-test-van-de-theorie-van-erik-verlinde
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