The simulated galaxy luminosity function:
input physics, dust attenuation and galaxy
selection

Abstract

We investigate the luminosity function (LF) resulting framsmological hydrodynamical simulations with vary-
ing input physics, with and without an estimate for dustrattion. We find that in simulations in which the
supernova (SN) feedback is ffieient in massive galaxies, due to too low a wind velocity, @amip’ in the lu-
minosity function appears due to the overproduction of hous galaxies. Invokingfcient feedback in these
massive galaxies (either through the use of a momenturerdrivind prescription in which the energy in the
winds increases with galaxy mass, a top-heavy IMF for stan&bion at high pressure or AGN feedback) re-
sults in a monotonically decreasing LF. Dust attenuatiomplémented by assuming that the optical depth scales
with the metallicity-weighted column density, is mor&@ent in galaxies with lessfigcient feedback, as there
is more (high metallicity) gas available in such galaxiesthvficient feedback, little gas is left in the galaxies,
reducing the ffect of attenuation to close to zero. In low luminosity gadsxthe column densities and optical
depth are in general lower. From virtual observations we tiirad the LF as obtained using techniques used for
observations results in LFs very similar to those obtaineecty from halo catalogues. Nevertheless, for large
PSFs (corresponding to typical ground-based seeing ¢onslitvery deep observations may result in shallower
faint-end slopes of the LF, due to the preferential remof&dw-surface brightness galaxies.
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CHAPTER 4. SIMULATED GALAXY LUMINOSITY FUNCTIONS

4.1 Introduction

The luminosity function (LF) has proven to be a very powet@dl in studies of
galaxy formation and evolution. Observationally, the Inosities of galaxies in
some wavelength band are relatively straightforward taioljirovided reasonable
estimates of the galaxies’ distances can be made (usualty $pectroscopic or
photometric redshifts) and ignoring dust attenuation. a@alformation models,
combined with stellar population synthesis models, cadiptéhe luminosities of
galaxies. Here, several uncertainties come in to play. kamele, the star for-
mation histories and metallicities of model galaxies mayb@representative of
real galaxies. Population synthesis models also do not egitheut uncertainty,
because the contribution of exotic kinds of stars (e.g. nladly pulsing asymp-
totic giant branch stars, TP-AGBs) may dominate the speetrargy distribution
(SED) of a simple stellar population (in this example, tharAafrared emission)
and the inclusion of these exotic stars is non-trivial (&lgraston, 2005; Tonini
et al., 2010). The initial mass function of stars is also @uto determine the
SED of galaxies and is not very well constrained, especiadtyat high redshift.
Further issues, specific to simulations are how to model elstction without
the presence of a multi-phase interstellar medium (ISM)thadspatial and mass)
resolution of the simulations used (see e.g. Jonsson, 200gts et al., 2009).

Going the other way, i.e. converting the observed lumiiessivf galaxies into
physical properties through SED modelling, comes at ledtét the same uncer-
tainties. Added to those are the fact that marffedent combinations of physical
properties are degenerate in their contributions to the 8Ebgalaxy. As an ex-
ample, a population may become redder due to ageing, having metals andr
more dust extinction. In order to break the degeneraciesdsst models a very
large range of wavelengths is generally necessary, ideatlging al the way from
the ultraviolet to the far-infrared (or even sub-millimestr Even then, some prob-
lems still exist. Noise in the data can allowfférent solutions to the results of
the SED modelling. Extinction will probably not be unifornerass a galaxies,
whereas most SED modelling attempts take one single valuthéoattenuation
of a galaxy. For a recent review of SED modelling techniqseg, Walcher et al.
(2010). Very strong extinction will even result in the rerabwef a galaxy from the
sample, anfect for which correction is nearly impossible.

Semi-analytic recipes for the evolution of the baryonic poment of galaxies
on top of some underlying dark matter halo merger history, usmually tuned to
reproduce the redshift zero LF in one or more broadbanddifeg. Cole et al.,
2000; Croton et al., 2006; De Lucia & Blaizot, 2007; Monacalet 2007; Bower
et al., 2008). Predictions for higher redshift LFs, or otfpysical or observable)
properties of the galaxy population, can then be made amelt@s order to vali-
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4.1. INTRODUCTION

date the models. Hydrodynamical cosmological simulationghe other hand, are
usually not tuned to reproduce any LF. The LF is thereforesdiption of the mod-
els, but often already ruled out by observations. It is, rbedess, still interesting
to investigate the LF from hydrodynamical cosmological detions. Especially
when varying input physics of the simulations, as is donehia paper, as this
makes it possible to investigate what physical ingredishégpe the LF of a galaxy
population. Previous studies have already focused on thepietric properties of
simulated galaxies in various wavelength bands. For exanidgamine (2002);
Nagamine et al. (2004); Night et al. (2006) focus on the pimetoy of Lyman
Break Galaxies at various redshifts and find that many sitioua predict a LF
with a steeper faint end slope than observed, for moderatergsions about the
extinction. Using their packageunrise’, Jonsson et al. (2010) investigate the pho-
tometric properties of simulated mergers and from mockt lggnes constructed
from the Millennium Simulation (Springel et al., 2005) wigbmi-analytic models,
Kitzbichler & White (2007) and Stringer et al. (2009) compérne observed optical
properties of a large range of galaxies at @ < 5.

In cosmological simulations, much of the physics that isyvierportant for
galaxy formation is not resolved, i.e. important procedsée place on (mass,
length and time) scales below the resolution limit of thedations. For this
reason, these simulations rely on sub-grid models thatitesthe dfects of the
small scale processes on the scale of their resolutiongfatlyrtypically ~ 10° M,
andor ~ 1 kpc). There is considerable freedom in the implementabibthese
sub-grid models and in the values of their parameters. Masgiple choices are
well motivated, but result in substantiallyfiéirent galaxy populations.

In the current paper we use a small sub-set of the OverWhglynirarge Sim-
ulations (Schaye et al., 2010), in order to investigate the &f simulated galaxies.
Many of the physical parameters, including the stellar niasstion, have already
been discussed in Chapter 2. Here we implement the populsgiathesis models
of Bruzual & Charlot (2003) in order to estimate the lumities of the galaxies in
several filters. As already alluded to, the LFs cannot be @rpeto give as good
a match to observations as achieved by semi-analytic moéetsajor draw-back
is also the cosmology used in these simulations, which maeWMAP 3-year
results (Spergel et al., 2007), and have a lower amplitudictuations than the
currently favoured WMAP-7 year results (Komatsu et al., @01A more funda-
mental prediction of the simulations than the LF is the dhstion of luminosities
of galaxies as a function halo mass. This relation can thexbeolved with a halo
mass function from the favoured cosmology in order to pteitie LF. We post-
pone such an analysis to future work and will focus on the L#ieectly obtained
from the simulations’ halo catalogues.

For these reasons, the goal of this paper is not to match gena galaxy LF
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CHAPTER 4. SIMULATED GALAXY LUMINOSITY FUNCTIONS

as well as we can, but rather to

1. investigate how the input physics of VL Ssimulations &ects the shape
of the LF.

2. investigate how we can model dust attenuation in sinanativith a resolu-
tion typical of current hydrodynamical cosmological siatidns.

3. compare the LFs constructed from virtual observationth whose from
(sub-) halo catalogues.

Observers identify galaxies by selecting regions of pixeose surface
brightness exceeds the background by some specified thdesBomulators, on
the other hand, usually identify gravitationally boundgwe of particles, and call
the centres of these structures (containing the stars dddyes) galaxies. These
methods are so fundamentallyffiérent, that it is not at all guaranteed that they
would yield the same LF, even if they would both have the egante population
of galaxies. We will therefore project our star particlesodmages, convolve them
with a reasonable point spread function, add noise, anceqoesitly measure the
LF with the tools observers would use for this (in this Chapte use SExtractor,
Bertin & Arnouts, 1996). We will show that these two method=d/very similar
LFs, which is encouraging for studies comparing modelleti@served galaxies.

The structure of this chapter is laid out as follows. In Secd.2 we describe
the simulations used in this chapter and the physics theB#sntion 4.3 describes
how we deal with the population synthesis and we show theergence and evo-
lution of the LFs, followed by a description of howfldirent input physics influ-
ence the shape of the LF. Dust attenuation andffeceon the LF are discussed
in Section 4.4. The creation of virtual observations and.fRe resulting from the
procedure observers would follow are described in Sectibradd we conclude in
Section 4.6.

4.2 Simulations

For a detailed discussion of the full set@WLSruns we refer the reader to Schaye
et al. (2010). Here we will briefly summarize the set of sintiolss, their relevant
numerical properties and the sub-grid models under corzgida.

4.2.1 OverWhelmingly Large Simulations

The simulations are performed with an extended version & kWrBody
Tregsmooth particle hydrodynamics (SPH) codepGr3 (an improved version
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of Gapcer2, last described in Springel, 2005) in periodic boxes of 2& #0 co-
moving Mpc ITL. There are 512dark matter and equally many baryonic particles
(which can be either collisionless ‘stars’ or collisionga$’ particles). The particle
mass of the highest resolution simulation under consiaer&25h~Mpc box size,

2 x 512 particles) is 88x 10° M,, for dark matter and initially B5x 10° My, for
baryons (the baryonic particle masses change during thseatf the simulation
due to mass transfer from star to gas particles).

Initial conditions are generated witlusrast (Seljak & Zaldarriaga, 1996) and
evolved forward in time from an initial glass-like statengsthe Zel’'Dovich (1970)
approximation t@ = 127, where the simulation is started. The cosmology assumed
is specified byQ,, = 0.238,Qp, = 0.0418,Q4 = 0.762,0g = 0.74,n = 0.951 and
h = Ho / (100 km s1/Mpc) = 0.73. These values were deduced from the WMAP
3-year results (Spergel et al., 2007) and are largely camgigith the more recent
WMAP?7 results (Komatsu et al., 2010). The most significastidipancy is in
og, Which is 8% lower in WMAP3 than in WMAP?7 (resulting in sligyhtdelayed
structure formation in the WMAP3 cosmology).

The names of the simulations are as followSIAME LxxxNyyy, in which
‘NAME is a very short description about which parameters are gbdfalways
specified in the text),L'’xxX is the box size, in which. = {100, 050, 02§ cor-
responding to 100, 50 and 25 comovihg‘Mpc and N’ denotes the number of
particles, such thall = {512, 256, 128 corresponds to 2 times 53,2256 and
128 particles, respectively. As an example, the reference thinde25h Mpc
box with 2 times 512 particles will be denoted byREF.L0O25N512

4.2.2 Subgrid physics in the reference model

Radiative cooling and heating are treated by explicitlyoiwing 11 elements in
photo-ionization equilibrium with the CMB and a Haardt & Mad(2001) model
for the UV/X-ray background radiation from quasars and galaxies, sarithed in
Wiersma et al. (2009a). At some density, deep inside halwesknow that the
gas is composed of several phases, ranging fronwhain tenuous gas to cold,
dense molecular clouds. This high density, multi-phase ISMot resolved and
particles with proper physical hydrogen number densitigs> 10t cm™2 and
temperature§ < 10°K are put on a polytropicféective equation of state (EoS), in
which the pressur® o« p’eff, whereyeg = 4/3 is the polytropic index (this value
is chosen, such that both the Jeans mass and the ratio ofahe l@éagth and the
SPH kernel are independent of the density, thus preventindais fragmentation
due to a lack of numerical resolution, see Schaye & Dalla Mec2008), ang is
the mass density of the gas. The normalization of the pglidrequation of state
is such that the energy per unit mass corresponds 1d<1& a mean molecular
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weight of 1.2. Star formation is followed stochasticallytiwa pressure dependent
star formation rate, obtained from the observed KenniSotimidt law (Kennicultt,
1998a) and local hydrostatic equilibrium, as discusseccha@e & Dalla Vecchia
(2008). Gas particles are only allowed to form stars whew #re on the EoS, so
there is a threshold density for star formatiomgf> 10~ cm3.

The star particles are assumed to be simple stellar popuga(iSSPs) with a
Chabrier (2003) IMF. Stellar feedback from massive stas @upernovae is im-
plemented kinetically, which means that we launch a winth wiind velocityw,, =
600 km s?, in which the mass loading is such that the energy in the warcee
sponds to about 40% of the energy available from superndvgg® |l (including
Ib,c), which for our IMF means that the mass loading in thedwin= 2xSFR. For
details on the kinetic wind implementation, see Dalla Véa& Schaye (2008).
The enrichment of the gas by AGB stars, Type la and Type ll{ting Type Ib,c)
supernovae is followed explicitly for the 11 elements nekefiw the cooling as
described in Wiersma et al. (2009b).

4.2.3 Variation of subgrid models

In this chapter, we will make use of three variations to thferance model de-
scribed above. One, which we will call ‘No $No Z cooling’ includes neither
supernova feedback nor metal-line cooling. By comparinmg ritodel to the refer-
ence simulation we can investigate the influence of SN fegddba the LF, with
and without dust attenuation. We turnefll metal-line cooling because the metal-
licity of dense gas becomes unrealistically high in the abseof SN feedback.
Note that there is still gas cooling through hydrogen andihel The OWLS name
of the simulation is ‘NOSNNOZCOOL..

The SN feedback as implemented in the reference model becm&gcient
for high-mass galaxies (Chapter 2), because the presstinese galaxies is suf-
ficiently high to prevent the wind from escaping. The newlyigred gas sur-
rounding young stellar particles stays where it is and tigh Imetal content and
high densities result infiective cooling and star formation. In order to have a
simulation with éfective feedback from star formation for a wider range of gala
masses, we implement a model that has a top-heavy IMF if #repatticle forms
at a pressur@®/k > 2.0 x 10° cm3K (evaluated at the resolution limit of the sim-
ulation). The IMF used is a top heavy IMF witiNddM o« M~ (in these units,
Salpeter would have an index of -2.35). The excess energgspwnding to the
higher fraction of high mass stars per unit stellar mass éoris used to increase
the initial wind velocity from 600 km g to 1618 km s'. This model is called
‘Top-heavy IMF’, while its OWLS name is ‘DBLIMFCONTSFV1618

In order to investigate theffect of a varying wind mass loading (and to get a
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higher mass loading in low mass galaxies) we use a wind modehich the mass
loading and the wind velocity depend on the circular velobit = +VG Myir/Ryir)
of the halo (determined using an on-the-fly group finder dutire simulation) they
were launched from, as followss, = 5v¢/ V2 andy = \/AE X (Ve/150km s1)~1,
Note that the energy in these wind models is not constantramdases with galaxy
mass (and exceed the total available energy from SNe for st massive galax-
ies). In low mass galaxies the mass loading is higher thargim tmass galaxies,
but the velocity is lower. These models are motivated by awlhiving mechanism
in which the winds are accelerated by radiation pressuma fitee stellar popula-
tion on dust grains (Murray et al., 2005). We will here caisttmodel '"Momentum
driven winds’ and its OWLS name is ‘WVCIRC'. This model is yeimilar to the
model of Oppenheimer & Davé (2006, 2008)

The last simulation we will discuss here includes AGN feettbd he prescrip-
tion for the growth of the black holes and the correspondaegiback are described
in Booth & Schaye (2009). It is the OWLS simulation ‘AGN’. Binodel produces
black holes that follow the observed scaling relations (Ba@& Schaye, 2009) and
effectively suppress star formation in massive haloes (Ch@pte

4.2.4 Halo identification

Haloes are identified using a Friends-of-Friends (FoF)rélyo, linking together
all dark matter particles which are closer to each other tharinking parameter
(b = 0.2 times the mean inter particle distance). Baryonic padicre linked
to their nearest dark matter particle and belong to the saimepg if any. FoF
identifies iso-overdensity contours &f 3/(27b%) ~ 60 (Lacey & Cole, 1994).

Within these haloes, gravitationally bound substructaes identified using
the SubFind algorithm (Springel et al., 2001). SubFindtstasith the output of
FoF and removes any unbound particles. Bound substrucineeseparated from
the main halo and classified as subhaloes. The separatite slibhalo and the
main halo occurs at saddle points in the density distrilbutéll particles inside the
subhalo are removed from the main halo, so the mass of the mfondecreases
whenever a subhalo is identified. Each subhalo (above sosotution limit, see
Sect. 4.3.1) is considered to be a galaxy.

4.3 Population synthesis

We obtain observables (such as magnitudes and coloursyif@gataxies using the
techniqgue commonly known as population synthesis. The lddénd this tech-
nique is to obtain a spectrum of the galaxy by summing up allgbectra of its
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Figure 4.1: In the left-hand panels we show the rest-fr&veand LF of all sub-
haloes in the referend@WLSruns at redshift 2 (upper panel) and 0O (lower panel).
Lines with the same line style have the same box size (affiel€lnt resolutions),
while lines with the same colour, butftirent style have éierent box sizes at
the same resolution. In the right-hand panels we show the sbat now for the
B-band. The vertical dotted lines show the adopted resaldiiits in the sim-
ulations with the resolution corresponding to the samewroldVe conclude that
the LF is well converged with respect to resolution and thattiox size is only
important for sampling the high luminosity end of the LF.
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stars. To this end, we assume every star particle to be an.8SR,stellar popu-
lation with a single age and composition. The spectrum &f 88P then depends
on its age, metallicity, mass and the IMF. The spectrum ivaeed with a fil-
ter profile to obtain (broad-band) magnitude in any wavebdesired. As input
SSP spectra we use the package of Bruzual & Charlot (20033BG6 now on),
with a Chabrier (2003) IMF, consistent with the IMF used ia #imulations. The
mass and metallicity are simply the initial mass and meigfliof the star particle
(inherited from its parent gas particle) and the age the simee its creation.

We interpolated the BCO3 spectra to a regular grid of 1008 age 20 metal-
licities, bracketed by the lowest and highest age and ntglhvailable in the
BCO03 package (so extrapolation was necessary). This stkpantlae assignment
of spectra to star particles computationally mofigceent. For every wavelength
bin we used a 2-dimensional cubic spline interpolation terjpolate in logp(age)
and logo(Z), whereZ is the metallicity. To obtain magnitudes we use the BC03
filter integration algorithms. This procedure gives a venosth interpolation be-
tween the SSP magnitudes given by the standard BC03 software

We assign to every star particle a magnitude (or spectruom this 20x1000
table by taking the nearest age and metallicity combinagigailable scaling it to
the appropriate mass (the initial mass of the star partivl&) do not use any other
spectra than SSP spectra, as the formation of a star pastenteevent that is a delta
function in time. In marginally resolved galaxies this medlnat, because of the
stochastic nature of the star formation in these simulafitme age distribution of
the stellar content is very spiky. In higher mass galaxidwne there are thousands
(Mstar ~ 10° M) to millions of star particles this stochasticity is waslued.

We will here first show LFs without correcting for attenuatioMe will focus
on rest-frameK-band absolute luminosities, because attenuation shaulelb-
tively unimportant in theK—band.

4.3.1 Convergence of the LF

The upper left panel of Fig. 4.1 shows the LF at redshift twehie K—band for

5 different simulations, all with the same physics, but usirfpent box sizes (at
fixed resolution, all red lines) andftirent resolutions (at fixed box size, all solid
lines). By comparing the solid lines to one another one cartisat with respect
to numerical resolution, our LFs are reasonably well caywerover a large range
of luminosities. The size of the box is only important for tiigh-luminosity end:
we sample the LF to higher luminosities in larger boxes, g&eted. At the low-
luminosity end there is a down-turn of the LF, which is expddb be due to a lack
of resolution in the lowest mass systems. The vertical ddittes show the resolu-
tion limits we adopt for simulations with a resolution of tberresponding colour.
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Figure 4.2: The evolution of the LF as a function of redshdit high resolu-
tion (solid lines, theL025N512simulation) and lower resolution (dotted lines,
L100N512simulation, which has 64 times lower mass resolution). ffddént
colours indicate dierent redshifts. The LFs are only shown for the magnitude
range we consider converged.

The diterence between the vertical linesAK = —-2.5log,,8, as expected if the
resolution limit in luminosity equals the ratio in mass fesion of the simulations.
The adopted resolution limit for simulations in a B5-Mpc box with 2x 512 is
K =-16.

For simulations with dferent input physics we verified that the same resolution
limit holds at all redshifts we present in this paper. In tipper right panel we
show the same, but for the-band. In theB-band the adopted resolution limit is
B = —-16.5 for the same resolution simulations.

At redshift zero the resolution can be slightly relaxed. (iee the same reso-
lution, the LF is converged down to fainter luminosities$, slhown in the lower
panels of Fig. 4.1. The adopted resolution limits in the at0 areK = -185 and
B = —20, respectively, for the 100 'Mpc boxes with 2« 512 particles. The very
lowest resolution shown is not well converged at any lumigo&rom now on we
will only show LFs on the converged luminosity range.

4.3.2 Evolution of the luminosity function

For the reference simulation we show in Fig. 4.2 the evolutd the LF from
z=4-0, for both the low and the high resolution simulations (tighhresolution
only for z = 4 — 2 as the simulation stops at 2).

The number densities of galaxies of Kl-band luminosities grow with time,
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and the growth is stronger for higher luminosities. At raéfishower than two we
observe some peculiar behaviour in the low-resolution Etian. Towardsz = 0
a bump appears in the LF. This feature has also been obseyveggenheimer
et al. (2010) in the stellar mass function at comparableluésa for constant wind
models like the simulations presented in Fig. 4.2.

The appearance of the bump is closely related to the feedpadcription
used. As discussed in Chapter 2, winds may or may not esceathxy anfbr
host halo depending on the prescription used and the mabks bf&to. The winds
need to be launched with affigiently high velocity in order for the gas to over-
come hydrodynamical drag forces in the ISM. The requiredaitt increases with
the pressure of the ISM and thus with the mass of the galaxy is#la Vecchia
& Schaye, 2008). If the wind velocities are too low, metatigmed gas piles up,
the star formation rate increases and too many stars are€orirhis is visible in
Fig. 4.3 as a relatively sharp upturn in the number densitjatdxies FOK < —-23.

4.3.3 The d#fect of feedback from star formation and AGN

Simulations that use wind prescriptions which afiéceent in removing gas at all
masses do not predict a bump in the LF, as shown in Fig. 4.3biimg is absent in
both the model with a top-heavy IMF for starbursts and fontfwalel that includes
AGN feedback, which confirms that it was indeed the resulhdficient feedback
in massive galaxies. AGN feedback is mofiicgent in suppressing star formation
in massive galaxies, as was also shown in Chapter 2. At thduownosity end the
LFs predicted by the the models that include SN feedbackndiuthe momentum
driven winds, converge. This is because in lower mass geddkie pressure in the
ISM is low enough to form the majority of the stars with the aidf IMF, such
that the SN feedback in all these simulations is the samehacause AGN are not
active. The momentum driven winds result in a considerah®fiewer faint-end of
the LF. Because the galaxies are of low mass, all wind védscitsed are shicient
for the winds to escape the galaxies. In the lower mass gala#ie wind mass
loadings are higher, removing a larger part of the ISM in ¢rgelaxies.

So far, we have only looked at the stellar luminosities, Wwldan be compared
to attenuation insensitive bands, like te-band, or to extinction corrected data.
Because extinction corrections come with large unceregniand does not help
for galaxies that were removed from the sample by extingtiis also useful to
try and go the other way around: estimate the extinctionwlatld arise from the
distribution of gas (and especially metals) in the simolatand compare directly
to observed LFs. We will do this in the next section.
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Figure 4.3: The K-band luminosity function at redshift zéothe reference (black
solid line), no SN feedback and no metal-line cooling, teay IMF for star-
bursts (red dotted line), momentum driven wind (magentaddshed line) and
AGN feedback (blue dashed line) models. The bump, whichng @kvious in the
reference simulation, is hardly present in tlkeetive feedback models and absent
in the AGN feedback run.

4.4 Dust attenuation

On its way outward through the ISM of a galaxy, star light emters gas and
dust which can absorb or scatter photons. Dependent on thelemgth under
consideration, an estimate for the amount of dust attemuadi crucial to get the
luminosity (or colour, as dust changes the colour by the Veaggh dependency of
the scattering and absorption) of a galaxy is crucial.

The clouds in the ISM in the solar neighbourhood that arearsiple for the
bulk of the attenuation are not resolved by our simulatiafis.will therefore have
to rely on some parametrization (or sub-grid model) for thst@ttenuation. Our
approach is to model the dust attenuation on a star partycktds particle basis.
This allows for gradients of attenuation throughout a gglalue to varying gas
densities and metallicities. In Appendix 4.6 we explainphecedure of obtaining
column densities from the simulations and we show the cticel between hydro-
gen column densities and several properties of the haldes.hydrogen column
densities towards star particles correlate strongly withtbtal mass, stellar mass
and star formation rate of their host haloes. Correctingtfese correlations leaves
the spread of about two orders of magnitude in the columnitiengfor given halo
mass, stellar mass or star formation rate) in tact, but tisare correlation left with
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either of the other parameters we tried.

Here we will use the metal column densities from star pasidhtegrated out-
ward along a line of sight (L.O.S.) for 100 kpc. We tested tistasce up to which
the L.O.S. integration should be carried out in the follayvimay. Increasing the
distance up to which gas particles are still counted inegé#se column density up
to a few to several tens of kpc, after which it remains coriqthere is no EoS gas
in between haloes). We therefore chose to use 100 propkpc for the maximum
distance at which particles can still contribute to the ISCGowards a star parti-
cle. Absorption by the intervening intergalactic medium ba taken into account
separately, but we will not consider it here.

441 Method

In Appendix 4.6 we we explained how we compute hydrogen colaensities
to individual star particles. Because the optical depth wudust extinction is
expected to scale with the metal column rather than the lggiir@olumn density
(dust after all is made up of metals), we estimate dust at@mufor an individual
star particle from the metallicity-weighted hydrogen entudensity in front of the
particle and the observed relation between the gas columsitgeand the optical
depth in some band for solar metallicity. We then use an etitin law in order to
get optical depths for any desireffextive wavelength.

The observed relation is based on observations in the seighlmourhood (at
solar metallicity) and relates the optical depth in B¥dand to the hydrogen col-
umn density:rg = 5.3x107%2Ny as derived by Xu et al. (1997), which is consistent
with the results of Larson et al. (2000). With a solar metéifiof 0.012 and the as-
sumption that the optical depth in tBeband due to dust attenuation scales linearly
with metallicity, we become

B = 53x lO‘sznH (%)C“_

whereny is the hydrogen number density adds the metallicity. In order to get
the attenuation in other wavebands an extinction law candeel.u Because the
present approach is already full of uncertainties itseH,decide to use a simple
power law approximation of the extinction law, given by

2oy

T8 \AB ef

in which 7, is the optical depth at theffective wavelengthes, 75 the optical
depth inB from Eq. 4.1 andig & = 4391A. The value for the extinction law index
n varies among dierent authors, ranging from 0.7 in the model of Charlot & Fall
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Figure 4.4: The LFs irK (upper panels) an8 (lower panels) at redshift 2 (left
panels) and O (right panels), both including dust attepnafsolid lines) and ex-
cluding attenuation(dotted curves, which are also showfign4.3). TheK-band
LF is less influenced by dust attenuation than Baeand LF. Strong SN feedback
and AGN feedback lower the high density gas content of gatagnd therefore
result in a smaller dierence between the attenuated and unattenuated LF.

(2000) to 1.5 for the SMC (Weingartner & Draine, 2001). We 0486, after Shao
et al. (2007). Some studies use extinction laws which ar@uma power-laws, but
have features, like the often used Calzetti et al. (19940p6%tinction law.

4.4.2 Luminosity functions with dust extinction

The inclusion of dust extinction can potentially change sign of the &ect of
feedback on the LF. In simulations with morfeztive feedback, haloes contain
less gas and form less stars. However, the dust attenuatigrboenmuch lower in
such simulations due to the much lower gas densities.

In Fig. 4.4 we show the rest-frani2- andK—-band LFs with and without dust
for the same simulations and redshifts as in Fig. 4.3. Tifextive wavelength of
the K-band is almost 5 times longer than that of Band, so the optical depth
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in K is roughly 5 times smaller than that B, which corresponds to about 1.7
magnitudes. The fierence between the LFs (compare adjacent panels) seems,
however, to be somewhat smaller. This arises because theastiles which

are visible are the ones with a low extinction, whereas thesdhat are heavily
obscured are invisible in both filters (even in tkeband the optical depth is high

for the highest column densities).

Fig. 4.4 shows clearly that attenuation is less importargimulations with
more dfective feedback: the simulation with AGN feedback hardlpveh any
attenuation at all, even in tigband, because of théheient removal of ISM gas,
especially in the high mass galaxies.

4.4.3 The shortcomings of dust attenuation estimates in co®logical
SPH simulations

The ideal situation for simulators would be to rely on dustmbation estimates
observers obtain from their data, and compare their attemiaorrected lumi-
nosities directly to the unattenuated luminosities of dated galaxies. Unfortu-
nately, the observationally inferred extinction correns are highly uncertain and
are only available for galaxies in which the attenuation s@sciently modest for
the galaxy to be detectable. Moreover, there is not oneesimginber for attenua-
tion of a galaxy. Diferent stellar populations are covered bffatient dust clouds,
but the only quantity that can usually be inferred from theawvlations is theféec-
tive attenuation of the integrated light of the galaxy. Aliigh these issues make
the inclusion of dust attenuation in simulations worthwhthis procedure is also
highly uncertain.

We have only showed one particular estimate of the dustwtem, while
much more are possible. Some authors have used even simgtieods than the
one presented here, and others have used much more coegblit@dproximate)
radiative transfer schemes in order to estimate the sieullgalaxy SEDs (e.g.
Jonsson, 2006). In real galaxies, small, cold and dense&<lare responsible for
the strongest extinctions, but cosmological simulatiomshsas ours do not yet
include this cold, interstellar gas phase.

If more ‘realistic’ scenarios for extinction are desirediolwledge about the
number, covering factor and column densities of absorbiogds is required and
would thus necessitate some ad hoc assumptions. Even if veetovase a multi-
phase model for the gas on the equation of state (e.g. Joessbdn 2010; Scan-
napieco et al., 2010) we would still need to assume someildison of cloud
numbers and sizes. As all this information is not predictgthle simulation itself,
the model for the extinction would become disconnected fiteersimulation. This
is the main reason why we instead chose to use an observédirdlatween metal
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column density and the optical depth, which itself is therage of a sample of
sight lines that pass through some number of absorbing sloud

Another method for estimating the attenuation, based omwarsion of the
Kennicutt-Schmidt law (in which the column density of gag&imated from the
star formation rate of a galaxy), tends to strongly oveneste the attenuation,
because the total attenuation of a galaxy is weighted by igiele luminosity of
star particles, and therefore biased towards the leasiuated parts of a galaxy.

4.5 Mock images and galaxy selection

Observers identify galaxies on an image by grouping regairgxels that have
a certain minimum surface brightness. Using packages likar8ctor (Bertin &
Arnouts, 1996) this processed can be automized in a clearegandducible way.
The methods for galaxy identification used for simulationd abservations are
therefore very dferent. We have used SubFind to identify gravitationally-sel
bound structures, in the centres of which there usually &nes.s A galaxy’'s lu-
minosity is then just the sum of the luminosities of the bostat particles. It is
therefore not at all clear that the observers’ way of idgmtg galaxies will give
the same brightness for the galaxies as the methods comrapplid to simula-
tions, even if the underlying distributions of galaxies @entical. For example,
there might be projectionfiects in which smaller (satellite) galaxies cannot be
separated from the bright galaxy in front or behind them andreled haloes of
stellar light may dissolve into the background.

By creating virtual observations, we can perform a galaxgci®on procedure
very similar to the one used by observers. In this section Widikgt describe the
creation of the images, followed by a description of the $&otor settings we use
to identify galaxies in the images. We will investigate th#uence that SExtractor
parameters and the parameters for the creation of the maageisn(e.g. the size
of the point spread function (PSF), the noise propertiestlaagixel size) have on
the obtained LFs. We will use parameter values that are fgpwgjual to those in a
selected set of observations . We will only use the refersimelation at redshift
2,ina 25h‘1Mpc volume, with %512 particles, except in the resolution study,
where we vary the particle number. We will not use the 0 resolution, because
our simulations that go down to= 0 do not have dticient resolution to match
observed data sets.

4.5.1 Creating mock images

We will make images with properties that roughly match thokeeal observa-
tions. We focus on three filerent surveys. For thdubbleUltra Deep Field (UDF,
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Figure 4.5: An example of the images produced by the destpbacedure. These
come from the reference simulation at redshift two, in theesbed MEGACAM
i-band. The image shows 340230 pixels, which corresponds to ¥711.5 arcsec
and 580x 390 comoving kpc. The parameters are those used to mimicubblel
UDF, so the PSF is a Gaussian with a FWHM of 0.12 arcsec andike is Gaus-
sian with a FWHM of 28 mag arcset The overdrawn apertures are the apertures
defined by SExtractor (check image typeertures’) on which the photometry is
performed.

Beckwith et al., 2006) the pixel size is 0.05 arcsec, the tpgpnead function can
be approximated by a Gaussian with a full width at half maxm@FwHM) of
0.12 arcsec, and the noise on the image (after subtractsngngan) is well ap-
proximated by a Gaussian with a standard deviation of 28 megpa®. For the
VIMOS VLT Deep Survey (VVDS, Le Févre et al., 2004) the pisee and PSF
(Gaussian FWHM) are 0.205 arcsec and 0.8 arcsec, respeciivee background
was diferent for diterent nights. For simplicity we assume the noise level tdibe t
same as the one for the UDF: 28 mag arc$éwhich is unrealistic, but as we will
show below does not influence the results). The last surveinvestigate is the
Canada France Hawaii Telescope Legacy Survey (CFHTLS,r@alet al., 2007).
In order to compare to the ‘wide’ survey of CFHTLS, we assuypéctl exposure
times of one hour, which with their standard read-out noisg @B) magnitude
zero-points results in a background subtracted noise ibesicby a Gaussian with
FWHM 26.9 mag arcseé on pixels of 0.186 arcsec with a PSF (average seeing
conditions) of 0.7 arcsec.

The observational surveys used slightlffelient filter sets, but in order to facil-
itate direct comparisons we always use the i-band filter o&GEAM, as used in
the CFHTLS. This is their reddest filter with a reasonabletlilelp has an fective
wavelength of 770 nm, which at redshift 2 corresponds toftectve rest-frame
wavelength of 257 nm. The noise levels for the other data aetdaken from
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Figure 4.6: Left panel: the LF from both SubFind (dotted lines) and SExtractor
(solid lines), for three simulations withfé&rent numerical resolution, all with the
same parameters for the creation of the images and for tleetaet of galaxies.
The diferences between the LFs obtained by SExtractor for therdnt resolu-
tions are entirely due to the underlying distribution of m@$ and the creation
of images and measuring the luminosity functions using &exr are insensi-
tive to numerical resolutionRight panel: The LF as obtained from SubFind, i.e.
directly from the simulations (dotted line), compared te thminosity function
obtained using mock images, mimicking thredatient observational data sets:
Hubble UDF, VVDS and CFHTLS, respectively. The parametéthase data sets
can be found in the text.

nearby filters F814andl for UDF and VVDS, respectively).

For computational ficiency we cut the simulation box in 2010 regions (of
2.5 x 2.5 x 25 comovingh~*Mpc) and project the stars along the long axis onto
pixels of the desired size.

In Fig. 4.5 we show an example of (part of) an image created fhe reference
simulation at redshift two, with the SExtractor aperturesrdrawn. The image
shows 340x 230 pixels, which corresponds to X711.5 arcsec and 580 390
comoving kpc. The parameters are those used to mimic thelellhbF, so the
PSF is a Gaussian with a FWHM of 0.12 arcsec and the noise isszauwith a
FWHM of 28 mag arcse@. In low density regions it is clear that most if not all
sources are well defined. In higher density regions, likeatka left of the centre of
the image, some emission can be missed. We will use the_amiég) magnitudes
of SExtractor in the remainder of this chapter.
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4.5.2 Comparing the LFs from halo catalogues and mock obseav
tions

Fig. 4.6 compares the LFs obtained from virtual observatioith those obtained
from halo catalogues. The mock observations used parasrfetethe images and
for SExtractor as described above for the Hubble UDF). Tftepkmel compares
three simulations with dierent numerical resolution. In each case the LFs from the
mock observations (solid histograms) match those from éihee datalogues (dotted
lines) well down to abouit = —15 ( = —17 for the lowest resolution shown). The
difference in the LFs from SExtractor forfidirent resolutions are therefore the
result of the diferent star formation histories of the haloes in the simoretj and
not of the mock image procedure.

In the right panel of Fig. 4.6 we show the LF from SubFind tbgetwith
three LFs from mock images, all for the reference simulagibthe highest reso-
lution atz = 2. These three closely mimic the UDF, the VVDS and the CFHTLS.
Down to the luminosities that define the depths of the suratlyhree observa-
tional data sets follow the LF obtained directly from haldatagues very well.
Thus, if our simulated galaxy sample would be observed theeitf the three tele-
scopginstrument combinations described, then the LF obtainedidvbe nearly
exactly the same as the true LF of the galaxies in the sinomatiown to some
limiting magnitude. It is, nevertheless, not straightfard to compare the three
LFs, as they dfer simultaneously in terms of the background noise levedlpi
size and PSF size (the SExtractor settings for the three tdsshawever, identi-
cal). In the following sections we will look at thdfect of varying the parameters
for the mock image creation and for the detection and phatgnoé the galaxies.
We will vary the parameters one-by-one using the parametees corresponding
to the HUDF as our baseline.

4.5.3 Mock image parameters

In this section we will investigate the dependence of thexgaselection technique
using mock images and SExtractor on the parameters usecefating the virtual
observations. Specifically, we will vary the noise levek 8ize of the pixels and
the size of the Gaussian PSF. These are all varied away fretdtiDF values by
factors of 5 and 10, roughly bracketing the other obsermatidata sets.
Increasing the noise level by factors of 5 or 10 results inLke shown in the
upper left panel of Fig. 4.7. As expected, the minimum obsgigalaxy luminosity
increases with the noise level. The LF is already complatgdtaxies that are only
1 magnitude brighter than the faintest detected objectsgatesn noise level (the
underlying galaxy population is the same for the three Lssdmown by the dotted
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Figure 4.7: The influence of several image creation and SEtxr parameters on
the obtained LF. In théeft columnwe vary the parameters used when creating
the image, from top to bottom: the size of pixels (and thusréselution) of the
images, the size of the PSF (varied over a factor 5 and 10) lemdmount of

noise

(the HUDF value and that increased by a factor of 5 and ItOthe right

columnwe vary three important SExtractor parameters, from topottom: the
minimum deviation of the pixels above the background, thHelateling contrast
and the background (global as used in the other plots versusahbackground
determined on a small and on a large area). The solid blagkdithe default model
and is the same in every panel. The dotted black line is thefltReounderlying

galax

population directly from the simulations.
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line).

Changing the size of the PSF (from the default, a Gaussiam avitandard
deviation of 0.12") strongly fiiects the recovered galaxy population. If we increase
the PSF (at fixed pixel size) by a factor of 5 or 10, so to a Ganssith standard
deviations of 0.6” and 1.2", we detect less galaxies as weasite galaxies out
more and we start to loose the low surface brightness objeutseasing the PSF
therefore results in a much flatter LF over a large range @galuminosities, as
shown in the middle left panel of Fig. 4.7. Only the very btigt galaxies follow
the same LF as the one obtained from images with a smaller\WBife the SEx-
tractor LF agrees with the intrinsic (i.e SubFind) LF fotx —15 for a 0.12” PSF,
the two only agree for < —19 andi < —20 for PSFs of 0.6” and 1.2", respec-
tively. Note that a PSF with a standard deviation of 1.2” i$ extremely large.
This may indicate that at high redshift the LF, if observethveipatial resolutions
typical for ground based surveys, may be strongly flattenesitd the selection
technique used to identify the galaxies. Hence, if the gidwesed surveys shown
in Fig. 4.6 had integrated longer and therefore producedrghtons with have a
higher signal-to-noise ratio, then the low luminosity efthe measured LF would
most likely be shallower than that of the underlying pogolabf galaxies.

The size of the pixels (for a fixed PSF size) is also importantte selection
of galaxies, as shown in the lower left panel of Fig. 4.7. éasing the pixel size
results in a higher minimum detected luminosity. Note, havethat in the im-
ages with larger pixel sizes, the FWHM of PSF is smaller thauixal, which is
unrealistic.

4.5.4 SExtractor configuration file parameters

The detection of galaxies with SExtractor depends on marmgnpeters, some of
which are more crucial than others. In this section we withpare the LFs ob-
tained after changing some of the parameters in the configaréile within ac-
ceptable bounds.

The first parameter we vary is the detection threshold. Ommtlage, the soft-
ware determines a background (for variations of the backgta@stimate, see be-
low) and specifies it by a mean and a standard deviatidBources are then defined
to be objects if at least some number of adjacent pixels (&)tsand out above
the background by at least some number of standard desatiBy default, we
have set this threshold tar5 Decreasing this parameter from 5 tor tesults in
the detection of fainter sources (i.e. sources with a lowgase brightness) as we
can see in the upper right panel of Fig. 4.7. A deviation ofdat is not rare, so
sometimes a collection of noise pixels will be mistaken ftmvabrightness galaxy.
The blending of sources will be more important in highly pleped regions, as it
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is easier to connect blobs of emission with pixels exceetlirdhackground byd
than with pixels exceeding the background by 3 he threshold does not influence
the shape of the LF at higher luminosities, as the few pixéls moise-like surface
brightness do not add significantly to the luminosity of abtigalaxy. Increasing
this threshold by a factor of 5 (i.e. demanding a source taodstaut 2%~ above the
background) results in much less faint galaxies, but highinosity end is again
undfected.

The estimate of the background on the image is also subjedetw SExtractor
settings. In the first place, one can choose between a gloldboal background.
Global means that it is the same over the whole image, wtikd lefers to a locally
determined background.We have so far chosen to use a glatiatound, because
that is what our mock images contain. Here we investigatethveineor not using a
local background influences the selection of galaxies (&edé¢he background the
same when creating the images). For example, in highly péediregions of the
universe the local background might be higher, blending llawinosity objects.
In the middle right panel of Fig. 4.7, we compare the resultsiging a global
background to results using a local background, for whichsetethe area used
to determine the background to thredfeient (and extreme) values: 2000 pixels
(almost as big as the image), 200 pixels and 20 pixels (oidgitsy larger than
the objects themselves). Although the last choice extdra&F to slightly fainter
levels, the diterences are marginal. We conclude that for our method ohgddi
noise, the selection of galaxies with SExtractor is indemsto the details of the
background estimation (but this would probably change ifweze to make the
background change gradually across the image).

The last parameter we will investigate is the minimum caitfar deblending.
Whenever there is a saddle point in the surface brightnesshdition, SExtractor
has to decide whether there are two slightly overlappingcgs, or whether it is
one, with substructure. The parameter that influences #usion is the minimum
deblending contrast, which is the ratio between the intedgrantensity of both
sub-peaks. A very high minimum contrast means that fluetgdields are more
likely to be regarded as one source. For more details we t@fertin & Arnouts
(1996). The number of levels in surface brightness is lethatdefault setting,
32. In the lower right panel of Fig. 4.7 we compare severalimim deblending
contrasts. Varying the parameter over 4 orders of magniffrden 0.5 to 5x
107°) does not make an appreciabldfeience for the recovered LF. We therefore
conclude that this parameter is not crucial for our purpod@®ther conclusion is
that blending of sources is not an importaffeet for the mock images. If it were,
a very low minimum contrast would have been able to deteellgatgalaxies as
seen in projection before or behind a more luminous gala>gte Nhowever, that
we may underestimate the number of superpositions of phijysienrelated objects
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due to the small size of our volume. The spatial resolutiothefsimulations and
images (of order 1 kpc) is also large enough to ensure thgakdkies have fairly
smooth surface brightness profiles.

We want to note here that at lower redshift (ezg= 0.1, the median redshift
of SDSS) the dterences between the LFs from halo catalogues and from lirtua
observations could well be larger. At low redshift, the massaloes contain a
large halo of ‘intra-cluster light’, stars that are far awegm the central galaxy in
a large dituse halo (up to~ 30% of the luminosity of what would be called the
central galaxy). It is well possible that such haloes arepieited up by SExtractor
as being part of the galaxy. The spatial resolution of theukitions that go down
to redshift zero are comparable to the SDSS angular resp|igo resolution issues
are likely to play a big role, and for this reason we postpam&hsan analysis to
future work.

4.6 Conclusions

We have investigated the LF of galaxies in several simuiatiaifering in the
input physics. We focused an= 2 andz = 0 and investigated an implementation
of dust attenuation and itstect on the luminosity function in both the- and the
B-band. Finally, we created virtual observations and oktithe LF using the
tools observers would use for the same purpose.

Whenever LFs are obtained from observations wittficent SN feedback
(and no AGN feedback) in high mass galaxies, an over-abuwaedahhigh lumi-
nosity galaxies appears. This shows as a ‘bump’ in the LF.Higle luminosity
ends of such simulations correspond to the high luminosity ef the LF of a
simulation without any SN feedback, indicating that thedfeseck in these high lu-
minosity galaxies is indeed very ificient. In simulations with a top-heavy IMF
for star formation at high pressures, for momentum-drivémdwnodels (which
have more energy in the winds than available from SN, eslhyedmhigh mass
galaxies) and for simulations with AGN feedback (which araimy effective in
shutting df star formation in high mass haloes) the ‘bump’ disappeadgstiaa LF
goes steeply down. The low mass end slope of the luminositgtion mainly de-
pends on the mass loading in the winds: higher mass loadswtsein a flatter
slope.

The inclusion of dust attenuation can potentially changesilgn of the &ect
of feedback on shape of the LF, because besides loweringdhdosmation in
massive galaxies it also lowers the gas content and pogsiblgust content. We
estimated the dust attenuation from the metallicity-wiidhgas column density
towards individual star particles. By doing so, we make $bet the dust atten-
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uation may vary with location in the galaxy and that the at&gion scales with
the metallicity and gas column towards star particles. Tifeceof dust attenua-
tion implemented as such is that the attenuation is stréngeéise most luminous
galaxies and stronger for simulations with weaker feedlfatkiven intrinsic lu-
minosity). The diference in attenuation in th€andB-bands is less than the factor
of 5 difference in the optical depth for given column density for ¢hego dfec-
tive wavelengths, because the total apparent luminosidpisinated by the least
attenuated stellar emission.

It needs to be noted, that due to the low spatial (and massjutEs of cos-
mological simulations, dust attenuation estimated mayheovery reliable. As
the bulk of the attenuation in the solar neighbourhood happlkie to small high
opacity clouds (and there is no reason to suspect thisterelnt in other galaxies),
dust extinction happens on scales much smaller than thiitiesolimit of current
simulations.

We made mock observations, mimicking threfatient observational data sets
(the Hubble Ultra Deep Field, the VIMOS VLT Deep Survey arel@FHT Legacy
Survey) at redshift 2 in a rest-frame UV band. We concludé doavn to the flux
limits of the surveys the LFs obtained from the virtual olbaéons agree very well
with those obtained directly from the halo catalogues.regengly though, the size
of the point spread function may become very important fay \eep, ground-
based surveys. For large PSks]( arcsec), but deep images and low noise levels,
objects of low surface brightness are preferentially remdovom the sample. As
the fraction of low surface brightness galaxies is highetdaer luminosities, this
may substantially flatten the low-luminosity end of the okisd LF, compared to
the underlying intrinsic LF.

LFs should not be used as discriminators betwedierint cosmological hy-
drodynamical simulations (as is often done for semi-aialgtodels of galaxy
formation). Even if LFs are obtained by convolving halo mfasetions (obtained
with the favoured cosmology) with the galaxy luminosity afuaction of halo
mass, plenty of diiculties still remain. The star formation histories of gad&xin
models invoking dierent sub-grid physics vary strongly and a distinction Igole
based on the shape of the LF will probably prove degeneraiso, &specially
for blue rest-frame wavelengths, dust attenuation will i@artant, and how to
estimate dust attenuation for a galaxy is far from trivial.
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run on Stella, the LOFAR BlueGefiesystem in Groningen and on the Cosmology
Machine at the Institute for Computational Cosmology in ltam as part of the
Virgo Consortium research programme.

Appendix A. Column densities in SPH simulations

In order to obtain galaxy magnitudes which include tffea of dust attenuation,
we calculate column densities through the simulation barsst,Fwe will summa-
rize how densities are defined in SPH and how we calculatergotiensities along
lines of sight through the simulation box. We will then shaswhhydrogen column
densities depend on galaxy properties. Finally, we willtheecolumn densities of
metals in order to estimate the attenuation of stellar layh& star particle by star
particle basis.

SPH interpolation and densities

In SPH simulations the density field is discretized by a sepaticles whose

smoothing kernels determine their contribution to a givegsical quantity at a

given point in space. Although in principle a kernel can haysethora of shapes,
they are usually chosen to be similar to Gaussians, althdlugy go to zero at

small distance from the particle. The most commonly usedelas the one orig-

inally proposed by Monaghan (1992), which consist of twagaroth described
by a polynomial. This form goes to zero for a value equal to twees the kernel

length. Springel (2005) introduced a kernel, which we udese shape is exactly
the same, but goes to zero at one kernel length and changesiptien half-way:

1-6(5)7+6(5)° 0<L<05
W(r h) = — 2(1-1y® 05<t<1
F>1

Both transitions from one to the other prescription areiooious up to the second
derivative. The value of the smoothing lengtis chosen such that for every den-
sity there are aboutispy particles within one kernel (in our simulatidfspy = 48).
The value of a given physical quantity at the location of iplat (o)), in this ex-
ample the density, is now given by a summation of all gas @asgtithat fall within
the kernel of poinfp, weighted by that kernel:

N
pi = Z mW(rijl, hi),

=1
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whereri; = ri —rj. The value of the kernel in the point of interest is deterrdibg
increasing a sphere until it contains a constant mass, anefftine abouNsp ~ 48
particles. Note that the value of the kernel depends on theekat the location
the density is desired of, but not on the kernels of the otheigles. This is called
the ‘gather approach’, contrary to the ‘scatter approaafiich we will describe
below.

Column densities

Surface mass densities are obtained by integrating thetgatsng a line of sight

(L.O.S.):
r- [ pood
LOS

wherelL is a spatial coordinate along the L.O.S.. At every point iacsp the
physical density is determined by a kernel-weighted sunil gfaaticles (of which
~ 48 should contribute). The method we use to obtain colummities changes
the order of the summation over the particles and the intiegralong the L.O.S..
For every particle we obtain its contribution to the L.O.8egral, as a function
of its impact parameteb. We tabulate the column densities as a functiorb of
in a look-up table. We distinguish between particles whosmdds are crossed
completely (from one edge to the other) and particles forctvine L.O.S. either
starts or ends within its kernel.

For computational ficiency we use the kernel of the particle under consider-
ation, rather than the kernels of all points along the L.OT®is is slightly incon-
sistent with the actual SPH formulation usedaincer, as explained in Section 4.6
(we use the ‘scatter’ rather than the ‘gather’ approach)wéi@r, within one ker-
nel length the density will not vary much, leaving the kesnetry similar and the
errors introduced by this procedure are minor@o).

For particles with kernels that are completely crossed byLtl.S.the look-up
table is one dimensional, having the impact parameter asrilyeparameter. We
tabulate a value for the column density, normalized to mas$ufnn density per
unit mass’) and we use spatial coordinates normalized t&eheel (i.e.b/h). The
integral is evaluated numerically using Romberg integratilhe impact parameter
is taken to be between 0 and 1 in 10.000 steps. This reduceslétize error in
the kernels of the particles along the L.O.S. to be Of)LO

For particles whose kernel overlaps with the start or theddride L.O.S., the
estimate described above would be too high. For these legrtice use a two-
dimensional table of (mass- and kernel-normalized) coldemsities, with the im-
pact parameter and a ‘distance parameter’ (the distanceghrthe kernel, perpen-
dicular to the impact parameter). Due to memory issues we leeer precision
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Figure 4.8: The distribution function of column densitiesthie Rer’ simulation
at three dfferent resolutions: 582256 and 128 particles. The number of lines
of sight in a bin is divided by the total number in the box. E&cB.S. targets a
different star particle.

for this table than for the one-dimensional one. As thiseahill only be used
for a small fraction of the particles (for L.O.S. much longiean a typical particle
kernel), the number of steps for both parameters betweemmteero is chosen
to be 1000. This is a minor limitation, as there are many mamtigles crossed
completely than partially, for L.O.S. longer than a typipalticle kernel £ kpc).
In this work we will mostly consider L.O.S. of 100 kpc, whesge kernels deep
inside the haloes are 1 kpc in the high-resolution simulations.

Column densities towards star particles in cosmological SP simula-
tions

Selection of gas

In this paper we are interested in the attenuation towaedtgstticles by the gas in
a galaxy. Because we are interested in the gas of a galaxyegenbles the ISM,
we will only take gas into account that has a density excegtfia star formation
threshold. This gas is expected to be responsible for thgebtgart of the attenua-
tion and is probably closely related to the gas measured anRabservations and
the gas probed by molecular indicators (although this wbeld fraction of all E0S
gas (in volume even a small fraction), the other part of th8 Bas being the warm
and ionized ISM). The L.O.S. are taken along the main axese$imulation box,
and therefore the galaxies are oriented randomly reladivee L.O.S..

131




CHAPTER 4. SIMULATED GALAXY LUMINOSITY FUNCTIONS

10°F ‘ ‘ ‘
£ Reference
F No SN, No Z cooling
" 05 = Top—heavy IMF
E - - -~ Momentum driven winds
F AGN feedback
4
107 F ;
< 3[ !
210 A
e
10%F P C 3
FM"}—— i
“-’ﬂ:;’[‘
1 ol a
100 & W‘”wﬂ
F F
WOO'}‘H“L““L“‘L““
5 10 15 20 25
-2
Log[N, (cm™)]
107'E ‘ ‘ ‘
E Reference o
[ No SN, No Z cooling
_ Top—h IMF
10 2 Fo—-—- Moopmenetcuv% driven winds
E AGN feedback
Il
= 107°F
=
\: .
5107
=
107 - H“‘;’ £
F " F‘Fi H‘ 3
ool oo
5 10 15 20 25

Logi[Ny (cm™)]

Figure 4.9: The distribution functions of column densitiesards star particles in
the reference simulation, the simulation without metaélcooling and SN feed-
back the simulation in which star formation at high densitiecurs with a top-
heavy IMF (and the extra available energy is used to incrédesevind velocity),
the simulation with momentum-driven winds and the simolatincluding AGN
feedback. The low column density ends of the distributiom exactly the same
for the simulations with SN feedback The second, higher peake reference
simulation is absent in the simulation witffective feedback in high mass haloes.
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We tested the distance up to which the L.O.S. integrationulshbe carried
out in the following way. Increasing the distance up to whigs particles are
still counted increases the column density up to a few toragtens of kpc, after
which it remains constant (there is no EoS gas in betweerebpldNe therefore
chose to use 100 proper Kpcfor the maximum distance at which particles can
still contribute to the L.O.S. towards a star particle. Wiobtaining observables,
absorption by the IGM could be added separately, but we willdo so here.

Convergence of the L.O.S. column densities

To be sure that the column densities obtained are not syratfependent on the
numerical resolution, we plot the normalized distribuidn Figure 4.8 for three
different particle numbers in theer’ simulation in a 25 Mpc box. The value of
every bin is the number of lines of sight in that bin dividedthg total number
of lines of sight in the box (i.e. the number of star partidteshe box). The high
column density end of the distribution is slightly depertdamresolution. This was
expected as theffectiveness of feedback is also somewhat resolution depende
(Chapter 2). BelowNy = 107! cm? the distribution functions are, however, very
similar. The high column density cutfas higher for higher resolution simulations,
because the highest volume density that can be reachedd$epenhe resolution
(it scales roughly with the particle mass divided by the exuifig length squared,
and softening and particle mass depend on resolution).elneit section we will
show that the dferences betweenftierent physical models are far larger than the
resolution &ects.

Distributions of hydrogen column densities for diferent input physics

The distribution of hydrogen column densitidsy( = XyX/my) towards all star
particles in a box of (25 Mpb)3, with the reference parameter set and the three
different simulations used in this paper are shown in Figureh®.double peak is

a feature arising from the ifiective feedback in high mass haloes, where the winds
are not able to escape (Chapter 2). To illustrate this, Eigud also shows the dis-
tribution for a simulation in which star formation at deresitabove some threshold
pressure happens with a top-heavy IMF. The extra availaidegg per unit stellar
mass formed is used to increase the velocity of the wind fromté 1618 km st.

The second, high column density peak is absent, while thefése distribution is
undfected. In the model without any SN feedback and without rHetalcooling

the very highest column densities reached are as high agjinesthin the reference
simulation. This (and the fact that the highest column dessin the simulation
with a top heavy IMF at high pressure are lower) indicates tiwa highest (res-
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Figure 4.10: The relation between the hydrogen column tleasalong lines of
sight to all star particles, binned according to the totassnaf the halo they are in.
In the upper panel, the diamonds are the medians in the bibstbraxes (all bins
contain equally many L.O.S.). The thin solid lines are theid® 84 percentile lines
of the distribution in the bin. The dotted line (and rightti@al axis) indicates the
fraction of L.O.S. with zero column density. The lower paimelicates the range
between the percentile lines in the upper plot.
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olution dependent) column densities that can be reachedrdyereached when
feedback is infiicient. The overall normalization of the model without SNdee
back and without metal-line cooling is much higher, becanaay more stars have
formed in that simulation. In the simulation with momenturivein winds and in
the simulation with AGN feedback the distribution is vergngar to the one in the
simulation with the double IMF, with some smallfidirences at the high column
density end. The low column density end in all simulationthv8N feedback is
very similar, which is an illustration of the self-regulati of star formation by SN
feedback.

Correlations between hydrogen column densities and halo perties

In order to investigate the dependence of the column dessdiong the line of
sight to star particles on properties of the galaxies theyimrwe use Friends-of-
Friends haloes. For the star particles in haloes, which Wéogsely call galaxies,
we will correlate the median column densities in bins of ptgisproperties like
stellar mass, star formation rate or ISM mass of the same halo

We bin the L.O.S. such that in every bin are equally many L.@a&ording to
halo mass and star formation rate surface densigy{= SFR/RZ,, where the total
FoF group mass is used as the virial mass) for the referemadagion in Figures
4.10 and 4.11, respectively. The symbols plotted are theansdh both horizontal
and vertical quantities. The thin lines are the 25th and pgticentiles, while the
thick straight solid line in Fig. 4.11 is a power-law fit to threedians. The dotted
line indicates the fraction of L.O.S. that have zero colurengities, as indicated
on the right vertical axis (bins for which this fraction erds 0.5 are not used
for the power law fits we discuss later on). The lower panelshihe diference
between the two percentile lines as a function of the sanmedwntity. In every
case, the spread is about 2 orders of magnitude, with onlyak wependence on
halo properties.

As can be seen from these plots, there is a tight correlagbnden the hydro-
gen column density and halo mass or star formation ratecidiansity. This also
holds for the correlation between the hydrogen column deasd stellar mass and
between hydrogen column density and star formation ratesfmmwn), The spread
in the data is about two orders of magnitude and increaggi#tlgliwith halo mass,
star formation rate aridr star formation rate surface density. The fraction of star
particles that have zero column density is roughly constént 15%. In high
mass haloes this starts fluctuating more, because theofmaatistar particles far
away from the centre is higher, and also satellite galaxdegribute (centrals and
satellites will be in the same FoF halo).
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Figure 4.11: The relation between the hydrogen column teasalong lines of
sight to all star particles, binned according to the stantttion rate surface density
of the halo they are in for the reference simulation at rdtdghi Symbols are

explained in Figure 4.10. The solid lines are power law fitshi medians, the
relations for which are given in the legend.
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Figure 4.12: Same as Fig. 4.11, but now for the simulatio witop heavy IMF
for star formation above a density threshold. The relatieiwveen median column
density and star formation rate surface density is mucteflétan in the reference
simulation. Note that the extent of the vertical axis i§atient than in Fig. 4.11.

Effective feedback

In thepeLvF, in which stellar feedback idiécient at all halo masses, winds escape
more easily from high mass haloes. In these haloes, the ga#yles expected to
be lower, and the star formation rate also is. Therefors,difierent implementa-
tion of star formation and feedback might result iffeiient correlations between
halo properties and column densities. We saw already b#fatéhe very high col-
umn density end was truncated for this simulation (c.f. Fegt19). In Figure 4.12
we show the correlation between the hydrogen column deasifythe star forma-
tion rate surface density as defined before. Indeed, the sibfhe correlation is
strongly ditferent ¢ 0.7 instead of~ 1).
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Table 4.1: Correlations (Spearman rank correlgtipand power law exponents)(
from fits between the hydrogen column density and several raperties in two
of our simulations. The two not available power law indicegresent simulations
for which the correlation between that halo property and nahss cannot be well
described by a power law, as shown in Fig. 4.10 for the referasimulation.

Reference  Top-heavy IMF

Halo property p n Jo n

Mhalo 0.54 n.a. 0.36 n.a.
M. 0.55 0.76 0.37 0.36
SFR 0.55 0.60 0.41 0.33
SFR/RZ/ir 054 1.02 0.41 0.73

Correlation strengths

To discriminate between theftirent correlations found in the previous section,
we calculate a Spearman rank correlationficient. The value of this cdicient
will always be between -1 (perfect anti-correlation) andoérfectly correlated),
while a value close to 0 indicates a lack of correlation.

In Table 4.1 we compile the correlation ¢heientsp for correlations between
the hydrogen column density andiérent halo properties. For the simulations for
which the relation between the halo property and the coluemsities are well
represented by a power-law, we also give the result for a thi@form

NH(X) o X"

in which X are the halo properties, ands the power law index quoted in the table.
These are the fits shown in the figures of the correlations ds We only fit on
bins in column densities with non-zero medians, as otherttis fit result depends
on the value we assign to those. For the rank correlatiofficeats we do include
star particles with zero column density.

Correlation of residuals

If we correct all values for the column density for the valxpected from one of
the halo quantities (i.e. using the fit results quoted in @abll, with the proper
normalization), we remove the dependency on one of theaetgyarameters. We
can now investigate whether or not residuals correlate wotitler halo properties.
So, we now do the same analysis, but between a correctedggrdoolumn density
(Alog(Np) = log(Ny) — log(Ny)(X)) and the other halo properties.

138




4.A. Column densities in SPH simulations

When doing so for every combination of parameters reportéthble 4.1, we
find that all other correlations are insignificant and poveer fits give slopes very
close to zero (with normalization also close to zero), with $ame spread of two
orders of magnitude in the corrected hydrogen column deriElite example of the
REF Simulation, with the L.O.S. corrected for the median vals@ &unction of star
formation rate surface density plotted against the steikss of their halo, is shown
in Figure 4.13. There is no correlation left, the distributiis still two orders of
magnitude wide and the median is very close to zero with aweigk dependence
on the stellar mass. Without showing the results for othenlinations of halo
properties, we emphasize that this is true for all combamatiof halo properties
that correlate well with the halo mass (like, e.g. stellassatar formation rate
and star formation rate surface density).

This means that the the median of column densities in a haioiggiely deter-
mined by either one of the parameters, and that, after dargefor the correlation
with that property, there are no correlations left in theadsgt between these halo
parameters and residual column density. We are not abletéondi@e the source
of the scatter and do not identify what causes its extent.
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Figure 4.13: The relation between the column densitiesiected for the trend
found with star formation rate surface density, and thdastetass of the halo the
corresponding star is in for the reference simulation asmgd2. Symbols are
explained in Figure 4.10. The lower panel shows the widthefdistribution of
residuals, similar to the lower panels of Figs. 4.10, 4.1d 4ri2. There is no
relation between the residuals and any other halo propeatycbrrelates with halo

mass.
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